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Programa
Introdução : 

• Arquitecura geral de rede (empresariais, datacenter e Service provider) e 

tecnologia associada

• Endereçamento L2 e L3 (IPv4 e IPv6) 

• Fundamentos de LANs (Ethernet)

Switching (2 Aulas) :
• Domínios de colisão e difusão - VLANs como forma de dividir domínios

de colisão.

• Configuração de agregados de Links com EtherChannel.

• Configuração de trunks para transporte de várias VLANs.

• As várias versões e configuração do protocolo Spanning tree (STP).

• Encaminhamento entre VLANs usando routers or multilayer switches.

Configuration and Management of Networks



Programa

Encaminhamento (3,5 aulas): 
• EIGRP Desenho, configuração e verificação

• OSPF Desenho, configuração e verificação

• Route maps, access control lists e prefix lists

• BGP Desenho, configuração e verificação
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Service Provider Networks ( 1 Aula ) ) :
• Redes de Accesso Ethernet: 802.1.ad e 802.1ah

• MPLS based services, VPNs Layer 2 e Layer 3.

• Exemplos de Serviços.

Software defined Networks / Network Function Virtualization (NFV) (3 Aulas)

• Separação entre control plane e forwarding plane 

• Os vários “tipos” de SDN – NETCONF/RESTCONF/YANG ; BGP-LS;  APIC ; 

Openflow; P4. 

• O standard Open Flow nas várias versões.

• Papel das tecnologias SDN e NFV nas redes 5G.

• NFV - conceito base. 

• NFV - Gestão e orquestração. 
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Avaliação :

1º Trabalho – Configuração de cenários de rede em Common Line
Interface CLI (Cisco IOS). – 25 %  (~até 29 de Outubro 5 aulas)

2º Trabalho  – Programação de uma rede virtual (Mininet)  usando um  
controlador OpenFlow (Floodlight) - 25% (~até 10 de Dezembro 5 
aulas) 

Cisco CML  https://devnetsandbox.cisco.com/

Configuration and Management of Networks

Mininet http://mininet.org/

Controlador Floodlight
http://www.projectfloodlight.org/floodlight/



Avaliação :

Teste teórico – Redes empresariais, switching e endereçamento, EIGRP, 
OSPF 25% - 16 Outubro (data provisória) 

Teste teórico –, BGP, Service Provider Networks e SDNs – 27 November
(data provisória)  25%
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Modern Network Ecosystem:
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FIGURE 1.1 The Modern Networking Ecosystem
 
Users connect to network-based services and content through a wide variety of
network access facilities. These include digital subscriber line (DSL) and cable
modems, Wi-Fi and Worldwide Interoperability for Microwave Access
(WiMAX) wireless modems, and cellular modems. Such network access



Global Network Architecture:
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FIGURE 1.2 A Global Networking Architecture
 
At the center of the figure is an IP backbone, or core, network, which could



Basic Enterprise/Campus Network:
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FIGURE 1.4 A Basic Enterprise LAN Architecture
 
Ethernet in the Enterprise

 A tremendous advantage of Ethernet is that it is possible to scale the network,
both in terms of distance and data rate, with the same Ethernet protocol and
associated quality of service (QoS) and security standards. An enterprise can
easily extend an Ethernet network among a number of buildings on the same
campus or even some distance apart, with links ranging from 10 Mbps to 100
Gbps, using a mixture of cable types and Ethernet hardware. Because all the
hardware and communications software conform to the same standard, it is easy
to mix different speeds and different vendor equipment. The same protocol is
used for intensive high-speed interconnections of data servers in a single room,
workstations and servers distributed throughout the building, and links to
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The hierarchical layers do not have to be implemented as distinct physical entities; they
are defined to aid in successful network design and to represent functionality that must
exist within a network. The actual manner in which the layers are implemented depends
on the needs of the network you are designing. Each layer can be implemented in routers
or switches, represented by physical media, or combined in a single device. A particular
layer can be omitted, but hierarchy should be maintained for optimum performance. The
following sections detail the functionality of the three layers and the devices used to
implement them.

Describing Access Layer Functionality

The purpose of the access layer is to meet the functions of end-device connectivity. This
is accomplished by granting user access and providing (through specific applications)
security, quality of service (QoS), and access policies to network resources.

The access layer has these characteristics:

! It supports the connectivity of any end devices to the wired portion of the campus
network. These end devices can also extend the network out one more level (IP
phones and wireless APs are key examples of this). The access layer also provides
connectivity for the unique requirements of the data center.

Layer 2 or Layer 3
Switching
in Access

Distribution
Layer

Access
Layer

Core
Layer

Layer 3
Switching

in Distribution

Layer 3 
Switching

in Core

Servers Connected
Directly to Data Center

Distribution
Servers

WAN Internet PSTN Workstations

Figure 3-2 Example Hierarchical Model Network
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The Hierarchical Network Model 

Access layer: The first tier or edge of the campus. It is the place where end 
devices (such as PCs, printers, cameras, and so on) attach to the wired 
portion of the campus network. 

Distribution layer: In the campus design, this layer has a unique role in 
that it acts as a services and control boundary between the access and the 
core. Aggregation point for all the access switches, providing connectivity 
and policy services for traffic flows within the access-distribution block.

Core layer: In some ways, this layer is the simplest, yet most critical, part of 
the campus. It provides a limited set of services and is designed to be 
highly available and operate in an always-on mode.
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Access Layer Functionality
Provides end-device connectivity

• Supports the connectivity of any end devices it can also extend the 
network out one more level (IP phones and wireless APs are key 
examples of this). 

• In the WAN environment, the access layer provides remote users 
or sites with access to the campus network through a wide-area 
technology such as MPLS or SD-WAN. 

• Access is granted only to authenticated users or devices. 

• Provides QoS and policy application.
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L2 – L3 Boundary at distribution Layer
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Chapter 3: Structuring and Modularizing the Network 109

Layer 2
Layer 2

Layer 2 Switching in
Wiring Closet

Layer 3 Switching in Core

Route Summarization,
Eventual Load Balancing

Layer 3 Routing
Boundary, Concentration
of Access Attachments,
Packet Filtering, Policing

Layer 3

Access

Layer 3 Core

Distribution

Figure 3-4 Traditional Campus Network Distribution Layer Example

The distribution layer allows the core layer to connect diverse sites while maintaining
high performance. To further improve routing protocol performance, the distribution
layer summarizes routes from the access layer. For some networks, the distribution layer
offers a default route to access layer routers. It runs dynamic routing protocols when
communicating with core routers.

In short, the distribution layer is the layer that provides policy-based connectivity. In
terms of IP routing, the distribution layer represents a redistribution point between rout-
ing domains or the demarcation between static and dynamic routing protocols. The distri-
bution layer can also be the point at which tasks such as controlled routing decisions and
filtering occur.

As shown in Figure 3-4, the typical hierarchical campus design uses distribution blocks
in a combination of Layer 2, Layer 3, and Layer 4 protocols and services to provide opti-
mal convergence, scalability, security, and manageability.

The distribution layer in a routed campus network has these characteristics:

! The access switch is configured as a Layer 2 switch that forwards traffic on high-
speed trunk ports to the distribution switches.

! The distribution switches are configured to support Layer 2 switching on their
downstream access switch trunks.

! The distribution switches are configured to support Layer 3 switching on their
upstream ports toward the core of the network.

! Route summarization is configured on interfaces toward the core layer.

• Access with Layer 2 switches with high-speed trunk ports towards 
distribution

• The distribution switches:
• Layer 2 switching on downstream towards access. 
• Layer 3 switching on upstream ports towards the core.

• Route summarization is configured on interfaces toward the core layer.
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L2 – L3 Boundary at access Layer
Routed Network

• Access with Layer 3 switches 
• The distribution uses Layer 3 switches
• Route filtering in interface towards Access
• Route summarization is configured on interfaces toward the core layer.

ptg6843605

110 Designing for Cisco Internetwork Solutions (DESGN) Foundation Learning Guide

As shown in Figure 3-5, in a routed campus network, the distribution layer is highly
redundant, both toward the access layer and toward the core layer.

The distribution layer in a routed campus network has these characteristics:

! Layer 3 switching is used toward the access layer and on the access layer.

! Layer 3 switching is performed in the distribution layer and extended toward the
core layer.

! Route filtering is configured on interfaces toward the access layer to eliminate unnec-
essary route advertisements.

! Route summarization is configured on interfaces toward the core layer.

Virtual Switches
Today, redundancy plays a major role in network design. Designers must look for ways to
eliminate single points of failure throughout the networks. To provide redundancy, physi-
cal loops are sometimes introduced into the network. Fortunately, protocols such as STP
are used to provide loop-free networks.

Although STP solves the looping problem, it comes at a cost: Some interfaces must be
placed in blocking mode. This eliminates the ability to have all the interfaces forwarding
and load balancing across the multiple chassis.

To answer this challenge, Cisco has created the Virtual Switching System (VSS). With the
introduction of the virtual switch concept, the distribution switch pair can now be con-
figured to run as a single logical switch. By converting the redundant physical

Layer 3 Switching in
Wiring Closet

Layer 3 Switching in Core

Route Summarization,
Eventual Load Balancing

Route Filtering Toward
the Access Layer

Layer 3 Routing Boundary,
Policy-Based Routing, First-
Hop Redundancy, Policing  

Layer 3

Access

Core

Distribution

EIGRP

Layer 2

Layer 3

Figure 3-5 Routed Campus Network Distribution Layer Example
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Data center Networks

Typical Data center 
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8 2 Data Center Network Topologies: Current State-of-the-Art
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Fig. 2.1 A typical data center network topology
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Fig. 2.2 Cisco’s recommended DCN topology

the VM’s IP address. In a layer 2 fabric, migrating a VM incurs ARP overhead, and
requires forwarding on millions of flat MAC addresses.

2.1.1 Tree-Based Topology

Tree-based topologies have been the mainstay of data center networks. As an
example, Cisco [2] recommends a multi-tier tree-based topology as shown in
Fig. 2.2. ToR switches connect to edge switches, and edge switches in turn connect
to aggregation switches. Aggregation switches in turn are connected to the core.

Network requirements:
• Any VM may migrate to any physical machine without the need for a 

change in its IP address 
• Any end host should efficiently communicate with any other end host 

through any available paths 
• No forwarding loops 
• Quick Failure detection 
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Data center Networks

Most common topologies are hierarchical multi-rooted trees: 
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through the uplinks. The core switches are separated into (k/2) groups, where the ith
group is connected to the ith aggregation switch in each pod. There are (k/2)2 servers
in each pod. All the links and network interfaces on the servers or switches are of the
same bandwidth capacity. We assume that every switch supports non-blocking
multiplexing, by which the traffic on downlinks and uplinks can be freely multi-
plexed and the traffic at different ports do not interfere with one another.

For ease of explanation, but without loss of generality, we explicitly label all
servers and switches, and then label all network links according to their connections
as follows:

1. At the top layer, the link which connects aggregation switch i in pod k and core
switch j in group i is denoted by Linkt(i, j, k).

2. At the middle layer, the link which connects aggregation switch i in pod k and
edge switch j in pod k is denoted by Linkm(i, j, k).

3. At the bottom layer, the link which connects server i in pod k and edge switch
j in pod k is denoted by Linkb(i, j, k).

For example, in Fig. 3.2, the solid lines indicate Linkt(2, 1, 4), Linkm(2, 1, 4) and
Linkb(2, 1, 4). This labeling rule also determines the routing paths. Thanks to the

Edge switch , attached 
with k/2 servers

Aggregation 
switch

Core 
switch

Pod, consisting of 
(k/2)2 servers

Fig. 3.1 A k-ary fat-tree, where k = 8

1 2 3 4

1 2 3 4

1 2 3 4

1
2
3
4

Fig. 3.2 An example of labeling links
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offerings. These technologies include Ethernet over MPLS (EoMPLS), Layer 3 Protocol 
Independent Multicast-Source Specific Multicast (PIM-SSM), MPLS VPN, IP over dense 
wavelength-division multiplexing (IPoDWDM), Hierarchal Virtual Private LAN Service (H-VPLS), 
and IEEE 802.1ad as well as emerging Ethernet, IP, and MPLS technologies. This allows service 
providers to support a broad range of applications while minimizing the capital and operating 
expenses associated with the network infrastructure. (To read a business case and ROI analysis of 
Carrier Ethernet design, please visit 
www.cisco.com/en/US/netsol/ns561/networking_solutions_white_papers_list.html.) 

This flexible approach to network design may be contrasted with a more rigid approach (advocated 
by some network designers) proposing that H-VPLS be the sole technology used to aggregate all 
services. While H-VPLS is a good technology for some multi-point business Ethernet services, it is 
not optimal for all applications and services. H-VPLS is not well suited to distributing broadcast 
video because it requires the use of proprietary multicast technology that is not inherently scalable. 
Cisco recommends native Layer 3 IP multicast: a proven, scalable, IETF standards based 
approach to delivering IP multicast traffic. Similarly, in many cases, Layer 3 MPLS VPNs provide 
the best approach to creating a wholesale service due to the ubiquity of MPLS VPNs in service 
provider networks. For this reason, Cisco advocates a flexible approach to the IP NGN Carrier 
Ethernet design that minimizes the total cost of ownership of the access and aggregation network 
while supporting consistent, reliable service transport for a broad range of applications and 
services. 

The IP NGN Carrier Ethernet Design employs a highly scalable method to delivering residential 
IPTV by using standards-based IP multicast to deliver broadcast video over the IP network. 
Protocol Independent Multicast (PIM) is the only IP multicast protocol that has been proven to 
operate reliably on a large scale. In addition, the IP NGN Carrier Ethernet Design supports the 
consistent fast routing convergence and rapid channel-change capabilities expected by business 
and consumer video service subscribers. 

The IP NGN Carrier Ethernet Design is used in combination with the Cisco Service Exchange 
Framework (SEF) to provide a robust and flexible approach to offering a wide variety of residential, 
business, mobile, and wholesale services.  

Network Services Evolution 
A service provider’s agility and flexibility in service delivery are critical to its long-term success. 
Most large service providers need the flexibility to offer residential, business, mobile, and 
wholesale services. This section of the paper gives an overview of current service requirements 
and provides a roadmap to the future. 

Residential Services 
A popular strategy to maximize service revenues and minimize subscriber turnover is to offer a 
complete set of bundled triple-play services to residential subscribers that include: 

 Voice 

 High-speed Internet 

 Broadcast TV and Video On Demand (VoD) 

Bundled services are offered at attractive price points to encourage subscribers to purchase all 
services from a single provider. Multimedia service integration is an important factor for IP 
convergence in the network. Voice services are delivered using VoIP and video services are 
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delivered using IPTV and IP VoD. In order to accommodate triple-play, it is vital that the network 
be able to scale to tens and even hundreds of Gbps.1  

Large traffic growth is expected to result from a steady increase in demand for VoD and high-
definition (HD) content delivered over both IPTV multicast and VoD unicast connections. To 
support this ongoing trend, the IP NGN Carrier Ethernet Design effectively scales video transport 
from 1 Gbps to 10 Gbps at line rate, evolving to 100 Gbps and beyond, while greatly increasing the 
total number of supported multicast groups and broadcast TV channels. 

Business Services 
Business subscribers are an important segment of many service providers’ customer base. The 
main business services that must be provided by the network today are: 

 MPLS VPN 

 Carrier Ethernet connectivity  

 Managed services  

Carrier Ethernet connectivity services have been defined by the Metro Ethernet Forum (MEF) to 
include E-Line, E-LAN, and E-Tree service types, which are defined as follows: 

 E-Line is based on a point-to-point Ethernet Virtual Connection. Two E-Line services are 
defined: 

 Ethernet Private Line (EPL): A very simple and basic point-to-point service characterized 
by low frame delay, frame delay variation, and frame loss ratio. No service multiplexing is 
allowed, and other than a committed information rate (CIR) no class of service (CoS) 
(Bandwidth Profiling) is allowed. 

 Ethernet Virtual Private Line (EVPL): A point-to-point service wherein service 
multiplexing (more than one Ethernet Virtual Connection) is allowed. The individual 
Ethernet Virtual Circuits can be defined with a rich set of Bandwidth Profiles and Layer 2 
Control Protocol Processing methods as defined by the Metro Ethernet Forum. 

 E-LAN is based on a multipoint-to-multipoint Ethernet Virtual Connection. Service 
multiplexing (more than one Ethernet Virtual Circuit at the same UNI) is permitted, as is the 
rich set of performance assurances defined by the MEF such as CIR with an associated 
Committed Burst Size (CBS) and Excess Information Rate (EIR). 

 E-Tree is a point-to-multipoint ELAN service in which the spoke “leaves” can communicate 
with the hub or “root” location but not with each other. Typical application for E-Tree is in 
franchise operations. 

Business services typically provide secure bandwidth with dedicated Quality of Service (QoS). This 
can be done either at Layer 3 using an MPLS VPN2 or directly over Ethernet using a Layer 2 
Carrier Ethernet service.3 Additionally, many businesses favor outsourcing management of WAN 
routers and firewalls to the service provider (see 
www.cisco.com/en/US/netsol/ns546/networking_solutions_solution_category.html). The Carrier 
Ethernet network must be able to offer all these services with secure and dedicated bandwidth. 

                                                 
1 http://www.cisco.com/en/US/netsol/ns561/networking_solutions_white_papers_list.html. 
2 MPLS VPN service is a standard specified by RFC 2547bis. It allows service providers to offer a virtual IP 
network to customers that rides on top of their MPLS network infrastructure. Customers can connect to the 
MPLS VPN using a variety of access technologies, including DSL, Frame Relay, T1, and Ethernet. 
3 Carrier Ethernet services are specified by the Metro Ethernet Forum: http://www.metroEthernetforum.org/  

Mobile Backhaul
Provide robust and flexible IP transport networks to mobile service providers
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Fig. 1. A 5G system vision [1].

value-added application functions are enabled as virtualized
instances or entities. The top-level consists of heterogeneous
services that shall consume the APIs exposed by the virtual-
ized entities below in order for them to provide their respective
services transparently and in isolation to each other over
a common network platform while meeting their respective
operational and functional service requirements.

B. 5G Slicing Concept & Challenges

The vision of 5G networks discussed above leads to a
very important concept of slicing that has become a cen-
tral theme in 5G networks. Network slicing allows network
operators to open their physical network infrastructure plat-
form to the concurrent deployment of multiple logical self-
contained networks, orchestrated in different ways according
to their specific service requirements; such network slices are
then (temporarily) owned by tenants. As these tenants have
control over multiple layers, i.e. the physical layer, the virtu-
alization layer, and the service layer, of a 5G infrastructure,
they are also called verticals: That is, they integrate the
5G infrastructure vertically. The availability of this vertical
market multiplies the monetization opportunities of the net-
work infrastructure as (i) new players, such as automotive
industry and e-health, may come into play, and (ii) a higher
infrastructure capacity utilization can be achieved by admitting
network slice requests and exploiting multiplexing gains. With
network slicing, different services, such as, automotive, mobile
broadband or haptic Internet, can be provided by different net-
work slice instances. Each of these instances consists of a set
of virtual network functions that run on the same infrastructure
with a tailored orchestration. In this way, very heterogeneous
requirements can be provided on the same infrastructure,
as different network slice instances can be orchestrated and
configured separately according to their specific requirements,
e.g. in terms of network quality-of-service. Additionally, this
is performed in a cost efficient manner as the different network
slice tenants share the same physical infrastructure.

While the network slicing concept has been proposed
recently [2], it has already attracted substantial attention and
several standardization bodies started working on it. 3GPP
has is working on the definition of requirements for network
slicing [3], whereas NGMN identified network sharing among
slices as one of the key 5G issues [4]. A Network Slice
is defined by NGMN as a set of network functions, and
resources to run these network functions, forming a complete

Fig. 2. Network slicing in 5G as envisioned by the NGMN project.

instantiated logical network to meet certain network char-
acteristics required by the service instance(s). According to
NGMN, the concept of network slicing involves three layers
namely (i) service instance layer, (ii) network slice instance
layer, and (iii) resource layer. The service instance layer
represents the end-user and/or business services, provided by
the operator or the 3rd party service providers, which are
supported by the network slice instance layer. The network
slice instance layer is in turn supported by the resource layer,
which may consist of physical resources such as compute,
network, memory, storage etc, or it may be more compre-
hensive as being a network infrastructure, or it may be more
complex as network functions. Fig. 2 depicts this concept
where the resources at the resource layers are dimensioned
to create several subnetwork instances, and network slice
instances are formed that may use none, one or multiple sub-
network instances.

The 5G mobile network system is thus going to be multi-
tiered and slices need to be deployed and managed at each
level resulting in not only a complex architecture, but posing
enormous challenges in terms of 5G network sliced infrastruc-
ture and traffic management. In this regard some of the
principal key are:

1) Seamless and flexible management of physical and vir-
tualized resources across the three tiers.

2) Agile end-to-end service orchestration for each respec-
tive service vertical, where each vertical may have
multiple service instances.

3) Enabling end-to-end connectivity services to each ser-
vice instance, which is also programmable.

In consideration of the above challenges, two key technolo-
gies are being developed in order to cater scalability, flexibility,
agility, and programming requirements of 5G mobile net-
works: Network Function Virtualization (NFV) and Software
Defined Networking (SDN). The inherent potential and recent
advances in the area of NFV and SDN have made them being
recognized as key technological enablers for the realization of
a carrier cloud, which is a key component of the 5G system.
NFV is being designed and developed specifically in terms


