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Chapter 2 !

 

Introduction to TCP/IP

 

The DoD and OSI models are alike in design and concept and have similar functions in 
similar layers. Figure 2.2 shows the TCP/IP protocol suite and how its protocols relate to the 
DoD model layers.

 

F I G U R E 2 . 2

 

The TCP/IP protocol suite

 

In the following sections, we will look at the different protocols in more detail, starting with 
the Process/Application layer protocols.

 

The Process/Application Layer Protocols

 

In this section, I’ll describe the different applications and services typically used in IP networks. 
The following protocols and applications are covered in this section:
!

 

Telnet
!

 

FTP
!

 

TFTP
!

 

NFS
!

 

SMTP
!

 

LPD
!

 

X Window
!

 

SNMP
!

 

DNS
!

 

DHCP/BootP
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Ethernet foundation 

• Contention media access method that allows all hosts on a network to
share the same bandwidth of a link.

• Uses both Data Link and Physical layer specifications.

• Medium Access Protocol used is Carrier Sense Multiple Access with
Collision Detection (CSMA/CD).

• Transmissions propagate trough the entire segment.

• Used Technology in Local Area Networks (enterprise and Data Center)
and Metro Access Networks.
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! Enterprise: The enterprise environment might include many separate LANs in a large 
office building or in different buildings on a corporate campus. In the enterprise 
environment, each LAN might contain hundreds of computers and peripherals in each 
LAN.

Ethernet
Ethernet is the most common type of LAN. It was originally developed in the 1970s by 
Digital Equipment Corporation (DEC), Intel, and Xerox and was called DIX Ethernet. It 
later came to be called thick Ethernet (because of the thickness of the cable used in this type 
of network), and it transmitted data at 10 megabits per second (Mbps). The standard for 
Ethernet was updated in the 1980s to add more capability, and the new version of Ethernet 
was referred to as Ethernet Version 2 (also called Ethernet II).

The Institute of Electrical and Electronic Engineers (IEEE) is a professional organization 
that defines network standards. IEEE standards are the predominant LAN standards in the 
world today. In the mid-1980s, an IEEE workgroup defined new standards for Ethernet-like 
networks. The set of standards they created was called Ethernet 802.3 and was based on the 
carrier sense multiple access with collision detection (CSMA/CD) process. Ethernet 802.3 
specified the physical layer (Layer 1) and the MAC portion of the data link layer (Layer 2). 
Today, this set of standards is most often referred to as simply “Ethernet.”

Ethernet LAN Standards
Ethernet LAN standards specify cabling and signaling at both the physical and data link 
layers of the OSI reference model. This topic describes Ethernet LAN standards at the data 
link layer.

Figure 1-92 shows how LAN protocols map to the OSI reference model.

Figure 1-92 Ethernet Compared to the OSI Model
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The IEEE divides the OSI data link layer into two separate sublayers:

• Logical link control (LLC): Transitions up to the network layer.
• Encapsulation process.
• LLC header tells the network layer what to do with a packet when it

receives a frame.

• MAC: Transitions down to the physical layer.
• Physical media access.
• MAC addresses.
• Uses CSMA/CD.
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Figure 1-93 CSMA/CD

Stations on a CSMA/CD LAN can access the network at any time. Before sending data, 
CSMA/CD stations listen to the network to determine whether it is already in use. If it is, 
the CSMA/CD stations wait. If the network is not in use, the stations transmit. A collision 
occurs when two stations listen for network traffic, hear none, and transmit simultaneously 
(see the figure). In this case, both transmissions are damaged, and the stations must 
retransmit at some later time. CSMA/CD stations must be able to detect collisions to know 
that they must retransmit.

When a station transmits, the signal is referred to as a carrier. The NIC senses the carrier 
and consequently refrains from broadcasting a signal. If no carrier exists, a waiting station 
knows that it is free to transmit. This is the “carrier sense” part of the protocol.

The extent of the network segment over which collisions occur is referred to as the collision 
domain. The size of the collision domain has an impact on efficiency, and therefore on data 
throughput.

In the CSMA/CD process, priorities are not assigned to particular stations, so all stations 
on the network have equal access. This is the “multiple access” part of the protocol. If two 
or more stations attempt a transmission simultaneously, a collision occurs. The stations are 
alerted of the collision, and they execute a backoff algorithm that randomly schedules 
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Ethernet foundation - CSMA/CD

Collision occurs when two stations listen for network traffic, hear none,
and transmit simultaneously. At this point:

• A jam signal informs all devices that a collision occurred.
• The collision invokes a random back off algorithm.

• Each device on the Ethernet segment stops transmitting for a short
time until the timers expire.

• All hosts have equal priority to transmit after the timers have
expired.

The extent of the network segment over which collisions occur is referred 
to as the collision domain.
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Understanding Ethernet     111

retransmission of the frame. This scenario prevents the machines from repeatedly 
attempting to transmit at the same time. Collisions are normally resolved in microseconds. 
This is the “collision detection” part of the protocol. 

Ethernet Frames
Bits that are transmitted over an Ethernet LAN are organized into frames. In Ethernet 
terminology, the “container” into which data is placed for transmission is called a frame. 
The frame contains header information, trailer information, and the actual data that is being 
transmitted.

Figure 1-94 illustrates all of the fields that are in a MAC layer of the Ethernet frame, which 
include the following:

Figure 1-94 Ethernet Frame

! Preamble: This field consists of 7 bytes of alternating 1s and 0s, which synchronize 
the signals of the communicating computers.

! Start-of-frame (SOF) delimiter: This field contains bits that signal the receiving 
computer that the transmission of the actual frame is about to start and that any data 
following is part of the packet.

! Destination address: This field contains the address of the NIC on the local network 
to which the packet is being sent.

! Source address: This field contains the address of the NIC of the sending computer.

! Type/length: In Ethernet II, this field contains a code that identifies the network layer 
protocol. In 802.3, this field specifies the length of the data field. The protocol 
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SOF = Start-of-Frame Delimiter
FCS = Frame Check Sequence

• Preamble: This field consists of 7 bits, which synchronize the signals of
the communicating computers.

• Start-of-frame (SOF) delimiter: Signals the receiving computer that the
transmission of the actual frame is about to start.

• Destination address: This field contains the address of destination.

• Source address: This field contains the address of destination.
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• Length: This field specifies the length of the data field.

• 802.2 Header and Data – This field has the LLC layer fields followed by the
transmitted data. (e.g. an IPv4 or IPV6 Packet)

• Frame check sequence (FCS): This field includes a checking mechanism to ensure
that the packet of data has been transmitted without corruption.
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Ethernet Addresses
The address used in an Ethernet LAN, which is associated with the network adapter, is the 
means by which data is directed to the proper receiving location. Figure 1-96 shows the 
format of an Ethernet address.

Figure 1-96 Ethernet Addresses

The address that is on the NIC is the MAC address, often referred to as the burned-in 
address (BIA), and some vendors allow the modification of this address to meet local needs. 
A 48-bit Ethernet MAC address has two components:

! 24-bit Organizational Unique Identifier (OUI): The letter “O” identifies the 
manufacturer of the NIC card. The IEEE regulates the assignment of OUI numbers. 
Within the OUI, the two following bits have meaning only when used in the destination 
address:

— Broadcast or multicast bit: This indicates to the receiving interface that 
the frame is destined for all or a group of end stations on the LAN 
segment.

— Locally administered address bit: Normally the combination of OUI 
and a 24-bit station address is universally unique; however, if the address 
is modified locally, this bit should be set.

! 24-bit vendor-assigned end station address: This uniquely identifies the Ethernet 
hardware.

MAC Addresses and Binary-Hexadecimal Numbers
The MAC address plays a specific role in the function of an Ethernet LAN. The MAC 
sublayer of the OSI data link layer handles physical addressing issues, and the physical 
address is a number in hexadecimal format that is actually burned into the NIC. This 
address is referred to as the MAC address, and it is expressed as groups of hexadecimal 
digits that are organized in pairs or quads, such as the following: 00:00:0c:43:2e:08 or 
0000:0c43:2e08. Figure 1-97 shows the MAC address format compared to the MAC 
frame.
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• MAC address is the physical address - A number in
hexadecimal format that is actually burned into the NIC.

• Each device on a LAN must have a unique MAC address to
participate in the network.

• Should not be changed.

• Ex: 50:65:f3:5c:99:1a
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Ethernet foundation – Summary

• A LAN is a network that is located in a limited area.

• Ethernet LAN standards specify cabling and signaling at both the
physical and data link layers of the OSI model.

• CSMA/CD stations listen to the network to determine whether it is
already in use.

• A collision occurs when two stations listen for the network traffic,
hear none, and transmit simultaneously.

• The address used in an Ethernet LAN is a 48-bit number usually
represented in hexadecimal format called MAC address.
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IP addressing  

• IP addressing includes various aspects: Constructing an IP address ;
classes of IP addresses designated for specific uses; public versus
private IP Addresses.

• Two different types of IP addresses exist: IP version 4 (IPv4) with 32 bit
and IP version 6 (IPv6) with 128 bit.

• IP addresses are numeric identifiers assigned to each machine to
identify it at the network layer.

• Both manual and automatic assignment are possible
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The header of the Internet layer of TCP/IP is known as the IP header.

44     Chapter 1: Building a Simple Network

IP addresses. Also, two different types of IP addresses exist: IP version 4 (IPv4) and 
IP version 6 (IPv6). The 32-bit IPv4 address type is currently the most common, but the 
128-bit IPv6 address is also in use and will probably become the more common address 
type over time. This lesson describes 32-bit IPv4 addressing, except where IPv6 is 
explicitly identified.

How do end systems initially obtain their IP address information? Although manual 
assignment of IP address information is possible, it does not scale and is a barrier to 
deployment and maintenance of networks. Therefore, protocols for the automatic 
assignment of IP address information have evolved and now provide this essential function 
without end user intervention. This lesson describes how IP address protocols function.

IP Network Addressing
Just as you use addresses to identify the specific locations of homes and businesses so that 
mail can reach them efficiently, you use IP addresses to identify the location of specific 
devices on a network so that data can be sent correctly to those locations. IP addressing has 
various aspects, including the calculations for constructing an IP address, the classes of IP 
addresses designated for specific routing purposes, and public versus private IP addresses.

Learning how IP addresses are structured and how they function in the operation of 
a network provides an understanding of how data is transmitted through Layer 3 
internetworking devices using TCP/IP. To facilitate the routing of packets over a network, 
the TCP/IP protocol suite uses a 32-bit logical address known as an IP address. This address 
must be unique for each device in the internetwork.

The header of the Internet layer of TCP/IP is known as the IP header. Figure 1-26 shows 
the layout of the IP header.

Figure 1-26 IP Header
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Each IP datagram carries this header, which includes a source IP 
address and destination IP address
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IP addressing – IPv4  

An IP address is a hierarchical address, and it consists of two parts:

• The high order, or leftmost, bits specify the network address
component (network ID) of the address. (172.16)

• The low order, or rightmost, bits specify the host address
component (host ID) of the address. (30.56)

You can depict an IP address using one of three methods:

• Dotted-decimal, as in 172.16.30.56

• Binary, as in 10101100.00010000.00011110.00111000

• Hexadecimal, as in AC.10.1E.38
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Figure 1-28 IP Address Format

The IP address format is known as dotted decimal notation. Figure 1-28 shows how the 
dotted decimal address is derived from the 32-bit binary value:

! Sample address: 172.16.122.204.

! Each bit in the octet has a binary weight (such as 128, 64, 32, 16, 8, 4, 2, and 1), and 
when all the bits are on, the sum is 255.

! The minimum decimal value for an octet is 0; it contains all 0s.

! The maximum decimal value for an octet is 255; it contains all 1s.

While many computers might share the same network address, combining the network 
address with a host address uniquely identifies any device connected to the network. 

IP Address Classes
When IP was first developed, no classes of addresses existed, because it was assumed that 
254 networks would be more than enough for an internetwork of academic, military, and 
research computers.

As the number of networks grew, the IP addresses were broken into categories called 
classes to accommodate different sizes of networks and to aid in identifying them. These 
classes are illustrated in Figure 1-29.

Assigning IP addresses to classes is known as classful addressing. The allocation of 
addresses is managed by a central authority, the American Registry for Internet Numbers 
(ARIN), which you can go to at http://www.arin.net for more information about network 
numbers.
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! Class D: The Class D address category was created to enable multicasting in an 
IP address. A multicast address is a unique network address that directs packets with 
that destination address to predefined groups of IP addresses. Therefore, a single 
station can simultaneously transmit a single stream of datagrams to multiple recipients.

The Class D address category, much like the other address categories, is mathematically 
constrained. The first 4 bits of a Class D address must be 1110. Therefore, the first octet 
range for Class D addresses is 11100000 to 11101111, or 224 to 239. An IP address 
that starts with a value in the range of 224 to 239 in the first octet is a Class D address.

As illustrated in Figure 1-30, Class D addresses (multicast addresses) include the 
following range of network numbers: 224.0.0.0 to 239.255.255.255.

! Class E: Although a Class E address category has been defined, the Internet 
Engineering Task Force (IETF) reserves the addresses in this class for its own research. 
Therefore, no Class E addresses have been released for use in the Internet. The first 4 
bits of a Class E address are always set to 1111. Therefore, the first octet range for 
Class E addresses is 11110000 to 11111111, or 240 to 255.

Figure 1-30 Multicast Addresses

Within each class, the IP address is divided into a network address (or network identifier, 
network ID) and the host address (or host identifier, host ID). The number of networks and 
hosts vary by class. A bit or bit sequence at the start of each address, known as the high 
order bits, determines the class of the address, as shown in Figure 1-31.

Figure 1-31 Address Classification

Figure 1-31 shows how the bits in the first octet identify the address class. The router uses 
the first bits to identify how many bits it must match to interpret the network portion of the 
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Network Address Ranges: Classes D and E
The addresses between 224 to 255 are reserved for Class D and E networks. Class D (224–239) 
is used for multicast addresses and Class E (240–255) for scientific purposes, but I’m not going 
into these types of addresses in this book (and you don’t need to know them).

Network Addresses: Special Purpose
Some IP addresses are reserved for special purposes, so network administrators can’t ever 
assign these addresses to nodes. Table 2.4 lists the members of this exclusive little club and the 
reasons why they’re included in it.

Class A Addresses
In a Class A network address, the first byte is assigned to the network address and the three 
remaining bytes are used for the node addresses. The Class A format is as follows:

network.node.node.node

For example, in the IP address 49.22.102.70, the 49 is the network address and 22.102.70 is 
the node address. Every machine on this particular network would have the distinctive net-
work address of 49.

T A B L E 2 . 4 Reserved IP Addresses

Address Function

Network address of all 0s Interpreted to mean “this network or segment.”

Network address of all 1s Interpreted to mean “all networks.”

Network 127.0.0.1 Reserved for loopback tests. Designates the local 
node and allows that node to send a test packet to 
itself without generating network traffic.

Node address of all 0s Interpreted to mean “network address” or any host 
on specified network.

Node address of all 1s Interpreted to mean “all nodes” on the specified 
network; for example, 128.2.255.255 means “all 
nodes” on network 128.2 (Class B address).

Entire IP address set to all 0s Used by Cisco routers to designate the default 
route. Could also mean “any network.” 

Entire IP address set to all 1s (same as 
255.255.255.255)

Broadcast to all nodes on the current network; 
sometimes called an “all 1s broadcast” or limited 
broadcast. 
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is never capable of being routed, because RFC 1812 prohibits the forwarding of an all 
networks broadcast. For this reason, an all networks broadcast is called a local broadcast
because it stays local to the LAN segment or VLAN.

The network portion of an IP address is also referred to as the network ID. It is important 
because hosts on a network can only directly communicate with devices in the same network. 
If they need to communicate with devices with interfaces assigned to some other network ID, 
a Layer 3 internetworking device that can route data between the networks is needed. This is 
true even when the devices share the same physical media segment or VLAN.

A network ID enables a router to put a packet onto the appropriate network segment. The 
host ID helps the router deliver the Layer 2 frame, encapsulating the packet to a specific 
host on the network. As a result, the IP address is mapped to the correct MAC address, 
which is needed by the Layer 2 process on the router to address the frame.

Specific guidelines exist for assigning IP addresses in a network. First, each device or 
interface must have a nonzero host number. Figure 1-34 shows devices and routers with IP 
addresses assigned.

Figure 1-34 Host Addresses

Each wire is identified with the network address. This value is not assigned, but it is 
assumed. A value of 0 means “this network” or “the wire itself” (for example, 172.16.0.0). 
This is the information used by the router to identify each network. The routing table 
contains entries for network or wire addresses; it usually does not contain any information 
about hosts.
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Internet stability depends directly on the uniqueness of publicly used 
network addresses.

ISPs allocate addresses from the range assigned by their upstream 
registry or their appropriate regional registry, which is managed by 
IANA.

Internet hosts require a globally unique IP address, private hosts that 
are not connected to the Internet can use any valid address, as long as it 
is unique within the private network.



Configuration and Management of Networks

IP addressing – IPv4 Public and Private Addresses 
IETF defined 3 blocks of IP addresses (1 Class A network, 16 Class B 
networks, and 256 Class C networks) in RFC 1918. 
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any address” is strongly discouraged. Therefore, the IETF defined 3 blocks of IP addresses 
(1 Class A network, 16 Class B networks, and 256 Class C networks) in RFC 1918 for 
private, internal use. Addresses in this range are not routed on the Internet backbone, as 
shown in Table 1-2. Internet routers are configured to discard private addresses as defined 
by RFC 1918. 

If you are addressing a nonpublic intranet, these private addresses can be used instead of 
globally unique addresses. If you want to connect a network using private addresses to the 
Internet, however, it is necessary to translate the private addresses to public addresses. This 
translation process is referred to as Network Address Translation (NAT). A router is often 
the network device that performs NAT. 

Address Exhaustion
The growth of the Internet has resulted in enormous demands for IP addresses. This section 
describes the capabilities of IPv4 in relation to that demand.

When TCP/IP was first introduced in the 1980s, it relied on a two-level addressing scheme, 
which at the time offered adequate scalability. The architects of TCP/IP could not have 
predicted that their protocol would eventually sustain a global network of information, 
commerce, and entertainment. Twenty years ago, IPv4 offered an addressing strategy that, 
although scalable for a time, eventually resulted in an inefficient allocation of addresses.

The Class A and B addresses make up 75 percent of the IPv4 address space, but a relative 
handful of organizations (fewer than 17,000) can be assigned a Class A or B network 
number. Class C network addresses are far more numerous than Class A and B addresses, 
although they account for only 12.5 percent of the possible 4 billion IP addresses, as shown 
in Figure 1-36.

Unfortunately, Class C addresses are limited to 254 hosts, which does not meet the needs 
of larger organizations that cannot acquire a Class A or B address.

Table 1-2 Private IP Addresses

Class RFC 1918 Internal Address Range

A 10.0.0.0 to 10.255.255.255

B 172.16.0.0 to 172.31.255.255

C 192.168.0.0 to 192.168.255.255

Network Address Translation (NAT) is performed by a router at the border 
between the private and public networks.
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Figure 1-36 IP Address Allocation

As early as 1992, the IETF identified two specific concerns:

! The Class B address category was on the verge of depletion, and the remaining, 
unassigned IPv4 network addresses were nearly depleted at the time.

! As more Class C networks came online to accommodate the rapid and substantial 
increase in the size of the Internet, the resulting flood of new network information 
threatened the capability of Internet routers to cope effectively.

Over the past 20 years, numerous extensions to IPv4 have been developed to improve the 
efficiency with which the 32-bit address space can be used. 

In addition, an even more extendable and scalable version of IP, IPv6, has been defined and 
developed. An IPv6 address is a 128-bit binary value, which can be displayed as 32 
hexadecimal digits. It provides 3.4 x 1038 IP addresses. This version of IP should provide 
sufficient addresses for future Internet growth needs. Table 1-3 compares IPv4 and IPv6 
addresses.

Table 1-3 IPv6 Addresses 

Version IPv4 IPv6

Number of octets 4 octets 16 octets

Binary representation of 
address

11000000.10101000.110010
01.01110001

11010001.11011100.11001001.0111
0001.11010001.11011100.11001100
1.01110001.11010001.11011100.110
01001.01110001.11010001.1101110
0.11001001.01110001

continues

Class B
25%

Class C
12.5%

Other
Classes
12.5%

Class A
50%
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CIDR :

Replaces classful addressing with a more flexible and less wasteful scheme.

Provides enhanced route aggregation, also known as super-netting. 

A CIDR network address looks like this: 

192.168.54.0/23 
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assigned by the regional authorities to governments, service providers, enterprises, and 
organizations. 

Figure 1-37 CIDR Addressing

In this example, the ISP owns the 192.168.0.0/16 address block. The ISP announces only 
this single 192.168.0.0/16 address to the Internet (even though this address block actually 
consists of many Class C networks). The ISP assigns the smaller 192.168.54.0/23 address 
block within the larger 192.168.0.0/16 address block to the XYZ company. This assignment 
allows the XYZ company to have a network that can have up to 510 hosts (29 – 2 = 510), 
or that network can be subdivided into multiple smaller subnets by the XYZ company. 

Providers assume the burden of managing address space in a classless system. With this 
system, Internet routers keep only one summary route, or supernet route, to the provider’s 
network, and only the individual provider keeps routes that are more specific to its own 
customer networks. This method drastically reduces the size of internetwork routing tables. 

NOTE Figure 1-37 shows an example using private IP addresses as defined in RFC 
1918. These addresses would never be used by an ISP for CIDR, but they are shown here 
merely as an illustration. Public addresses are not used in this example for security 
reasons.

Internet

ISP

XYZ

192.168.54.0/23

192.168.0.0/16
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Classless Inter-Domain Routing (CIDR)

 

Another term you need to familiarize yourself with is 

 

Classless Inter-Domain Routing (CIDR)

 

. 
It’s basically the method that ISPs (Internet service providers) use to allocate a number of 
addresses to a company, a home—a customer. They provide addresses in a certain block size, 
something I’ll be going into in greater detail later in this chapter.

When you receive a block of addresses from an ISP, what you get will look something like 
this: 192.168.10.32/28. This is telling you what your subnet mask is. The slash notation (/) 
means how many bits are turned on (1s). Obviously, the maximum could only be /32 because 
a byte is 8 bits and there are 4 bytes in an IP address: (4 

 

×

 

 8 = 32). But keep in mind that the 
largest subnet mask available (regardless of the class of address) can only be a /30 because 
you’ve got to keep at least 2 bits for host bits.

Take, for example, a Class A default subnet mask, which is 255.0.0.0. This means that the 
first byte of the subnet mask is all ones (1s), or 11111111. When referring to a slash notation, 
you need to count all the 1s bits to figure out your mask. The 255.0.0.0 is considered a /8 
because it has 8 bits that are 1s—that is, 8 bits that are turned on.

A Class B default mask would be 255.255.0.0, which is a /16 because 16 bits are ones (1s): 
11111111.11111111.00000000.00000000.

Table 3.2 has a listing of every available subnet mask and its equivalent CIDR slash notation.

 

T A B L E 3 . 1

 

Default Subnet Mask

 

Class Format Default Subnet Mask

 

A

 

network.node.node.node

 

255.0.0.0

B

 

network.network.node.node

 

255.255.0.0

C

 

network.network.network.node

 

255.255.255.0

 

T A B L E 3 . 2

 

CIDR Values 

 

Subnet Mask CIDR Value

 

255.0.0.0 /8

255.128.0.0 /9

255.192.0.0 /10

255.224.0.0 /11

255.240.0.0 /12
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No, you cannot configure a Cisco router using this slash format. But wouldn’t 
that be nice? Nevertheless, it’s 

 

really

 

 important for you to know subnet masks 

 

in the slash notation (CIDR).

 

Subnetting Class C Addresses

 

There are many different ways to subnet a network. The right way is the way that works best 
for you. In a Class C address, only 8 bits are available for defining the hosts. Remember that 
subnet bits start at the left and go to the right, without skipping bits. This means that the only 
Class C subnet masks can be the following:

 

Binary     Decimal  CIDR
---------------------------------------------------------
00000000 = 0        /24
10000000 = 128      /25 
11000000 = 192      /26
11100000 = 224      /27
11110000 = 240      /28
11111000 = 248      /29

 

11111100 = 252      /30

 

We can’t use a /31 or /32 because we have to have at least 2 host bits for assigning IP addresses 
to hosts. In the past, I never discussed the /25 in a Class C network. Cisco always had been con-
cerned with having at least 2 subnet bits, but now, because of Cisco recognizing the 

 

ip subnet-
zero

 

 command in its curriculum and exam objectives, we can use just 1 subnet bit.
In the following sections, I’m going to teach you an alternate method of subnetting that makes 

it easier to subnet larger numbers in no time. Trust me, you need to be able to subnet fast!

 

Subnetting a Class C Address: The Fast Way!
When you’ve chosen a possible subnet mask for your network and need to determine the num-
ber of subnets, valid hosts, and broadcast addresses of a subnet that the mask provides, all you 
need to do is answer five simple questions:
! How many subnets does the chosen subnet mask produce?
! How many valid hosts per subnet are available?
! What are the valid subnets?
! What’s the broadcast address of each subnet?
! What are the valid hosts in each subnet?
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! What are the valid subnets? 256 – 128 = 128. Remember, we’ll start at zero and count in 
our block size, so our subnets are 0, 128.

! What’s the broadcast address for each subnet? The number right before the value of the 
next subnet is all host bits turned on and equals the broadcast address. For the zero sub-
net, the next subnet is 128, so the broadcast of the 0 subnet is 127.

! What are the valid hosts? These are the numbers between the subnet and broadcast 
address. The easiest way to find the hosts is to write out the subnet address and the broad-
cast address. This way, the valid hosts are obvious. The following table shows the 0 and 
128 subnets, the valid host ranges of each, and the broadcast address of both subnets:

Before moving on to the next example, take a look at Figure 3.1. Okay, looking at a 
Class C /25, it’s pretty clear there are two subnets. But so what—why is this significant? 
Well actually, it’s not, but that’s not the right question. What you really want to know is 
what you would do with this information!

F I G U R E 3 . 1 Implementing a Class C /25 logical network

I know this isn’t exactly everyone’s favorite pastime, but it’s really important, so just hang in 
there; we’re going to talk about subnetting—period. You need to know that the key to understand-
ing subnetting is to understand the very reason you need to do it. And I’m going to demonstrate 
this by going through the process of building a physical network—and let’s add a router. (We now 
have an internetwork, as I truly hope you already know!) All right, because we added that router, 
in order for the hosts on our internetwork to communicate, they must now have a logical network 
addressing scheme. We could use IPX or IPv6, but IPv4 is still the most popular, and it also just 
happens to be what we’re studying at the moment, so that’s what we’re going with. Okay—now 
take a look back to Figure 3.1. There are two physical networks, so we’re going to implement a log-
ical addressing scheme that allows for two logical networks. As always, it’s a really good idea to 

Subnet 0 128

First host 1 129

Last host 126 254

Broadcast 127 255

.2 .3 .4 .130 .131 .132 

Router#show ip route
[output cut]
C 192.168.10.0 is directly connected to Ethernet 0.
C 192.168.10.128 is directly connected to Ethernet 1.

192.168.10.0 .129 .1 192.168.10.128 
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From 1 to 127 one network
From 129 to 254 another 
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• How many subnets? 2x = number of subnets. x is the number of
masked bits, or the 1s.

• How many hosts per subnet? 2y – 2 = number of hosts per subnet. y
is the number of

• unmasked bits, or the 0s.

• What are the valid subnets? 256 – subnet mask = block size or
increment number. An example would be 256 – 192 = 64. The block
size of a 192 mask is always 64.

• What are the valid hosts? Valid hosts are the numbers between the
subnets, omitting the all 0s and all 1s.
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! What’s the broadcast address for each subnet (always the number right before the 
next subnet)?

! What are the valid hosts (the numbers between the subnet number and the broadcast 
address)?

F I G U R E 3 . 2 Implementing a Class C /26 logical network

To answer the last two questions, first just write out the subnets, then write out the broad-
cast addresses—the number right before the next subnet. Last, fill in the host addresses. The 
following table gives you all the subnets for the 255.255.255.224 Class C subnet mask:

Practice Example #4C: 255.255.255.240 (/28)
Let’s practice on another one:

192.168.10.0 = Network address

255.255.255.240 = Subnet mask
! Subnets? 240 is 11110000 in binary. 24 = 16.
! Hosts? 4 host bits, or 24 – 2 = 14.
! Valid subnets? 256 – 240 = 16. Start at 0: 0 + 16 = 16. 16 + 16 = 32. 32 + 16 = 48. 48 + 16 = 

64. 64 + 16 = 80. 80 + 16 = 96. 96 + 16 = 112. 112 + 16 = 128. 128 + 16 = 144. 144 + 
16 = 160. 160 + 16 = 176. 176 + 16 = 192. 192 + 16 = 208. 208 + 16 = 224. 224 + 16 = 240.

The subnet address 0 32 64 96 128 160 192 224

The first valid host 1 33 65 97 129 161 193 225

The last valid host 30 62 94 126 158 190 222 254

The broadcast address 31 63 95 127 159 191 223 255

.66 .67 .68 .130 .131 .132 

Router#show ip route
[output cut]
C 192.168.10.0 is directly connected to Ethernet 0 
C 192.168.10.64 is directly connected to Ethernet 1
C 192.168.10.128 is directly connected to Ethernet 2

192.168.10.64 

.2 .3 .4 .5 

192.168.10.0 

.129 .65 192.168.10.128 
.1 
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It’s also helpful to write these on some type of flashcards and have people test your skill. 
You’d be amazed at how fast you can get subnetting down if you memorize block sizes as well 
as this “What Do We Know?” section.

Subnetting Class B Addresses
Before we dive into this, let’s look at all the possible Class B subnet masks first. Notice that 
we have a lot more possible subnet masks than we do with a Class C network address:

255.255.0.0    (/16)
255.255.128.0  (/17)      255.255.255.0    (/24)
255.255.192.0  (/18)      255.255.255.128  (/25)
255.255.224.0  (/19)      255.255.255.192  (/26)
255.255.240.0  (/20)      255.255.255.224  (/27)
255.255.248.0  (/21)      255.255.255.240  (/28)
255.255.252.0  (/22)      255.255.255.248  (/29)
255.255.254.0  (/23)      255.255.255.252  (/30)

We know the Class B network address has 16 bits available for host addressing. This means we 
can use up to 14 bits for subnetting (because we have to leave at least 2 bits for host addressing). 
Using a /16 means you are not subnetting with class B, but it is a mask you can use.

By the way, do you notice anything interesting about that list of subnet val-
ues—a pattern, maybe? Ah ha! That’s exactly why I had you memorize the 
binary-to-decimal numbers at the beginning of this section. Since subnet 
mask bits start on the left and move to the right and bits can’t be skipped, the 
numbers are always the same regardless of the class of address. Memorize 
this pattern.

The process of subnetting a Class B network is pretty much the same as it is for a Class C, 
except that you just have more host bits and you start in the third octet.

Use the same subnet numbers for the third octet with Class B that you used for the fourth 
octet with Class C, but add a zero to the network portion and a 255 to the broadcast section 
in the fourth octet. The following table shows you an example host range of two subnets used 
in a Class B 240 (/20) subnet mask:

Just add the valid hosts between the numbers, and you’re set!

The preceding example is true only until you get up to /24. After that, it’s 
numerically exactly like Class C.

First subnet 16.0 32.0

Second subnet 31.255 47.255
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The following table shows the four subnets available, the valid host range, and the broad-
cast address of each:

Again, it’s pretty much the same as it is for a Class C subnet—we just added 0 and 255 in 
the fourth octet for each subnet in the third octet.

Practice Example #3B: 255.255.240.0 (/20)
172.16.0.0 = Network address

255.255.240.0 = Subnet mask
! Subnets? 24 = 16.
! Hosts? 212 – 2 = 4094.
! Valid subnets? 256 – 240 = 0, 16, 32, 48, etc., up to 240. Notice that these are the same 

numbers as a Class C 240 mask – we just put them in the third octet and add a 0 and 255 
in the fourth octet.

! Broadcast address for each subnet?
! Valid hosts?

The following table shows the first four subnets, valid hosts, and broadcast addresses in a 
Class B 255.255.240.0 mask:

Practice Example #4B: 255.255.254.0 (/23)
172.16.0.0 = Network address

255.255.254.0 = Subnet mask
! Subnets? 27 = 128.
! Hosts? 29 – 2 = 510.
! Valid subnets? 256 – 254 = 0, 2, 4, 6, 8, etc., up to 254.
! Broadcast address for each subnet?
! Valid hosts?

Subnet 0.0 64.0 128.0 192.0

First host 0.1 64.1 128.1 192.1

Last host 63.254 127.254 191.254 255.254

Broadcast 63.255 127.255 191.255 255.255

Subnet 0.0 16.0 32.0 48.0

First host 0.1 16.1 32.1 48.1

Last host 15.254 31.254 47.254 63.254

Broadcast 15.255 31.255 47.255 63.255
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Subnetting Class A Addresses
Class A subnetting is not performed any differently than Classes B and C, but there are 24 bits 
to play with instead of the 16 in a Class B address and the 8 in a Class C address.

Let’s start by listing all the Class A masks:

255.0.0.0    (/8)
255.128.0.0  (/9)           255.255.240.0  (/20)
255.192.0.0  (/10)          255.255.248.0  (/21)
255.224.0.0  (/11)          255.255.252.0  (/22)
255.240.0.0  (/12)          255.255.254.0  (/23)
255.248.0.0  (/13)          255.255.255.0  (/24)
255.252.0.0  (/14)          255.255.255.128  (/25)
255.254.0.0  (/15)          255.255.255.192  (/26)
255.255.0.0  (/16)          255.255.255.224  (/27)
255.255.128.0  (/17)        255.255.255.240  (/28)
255.255.192.0  (/18)        255.255.255.248  (/29)
255.255.224.0  (/19)        255.255.255.252  (/30)

That’s it. You must leave at least 2 bits for defining hosts. And I hope you can see the pat-
tern by now. Remember, we’re going to do this the same way as a Class B or C subnet. It’s just 
that, again, we simply have more host bits and we just use the same subnet numbers we used 
with Class B and C, but we start using these numbers in the second octet.

Subnetting Practice Examples: Class A Addresses
When you look at an IP address and a subnet mask, you must be able to distinguish the bits 
used for subnets from the bits used for determining hosts. This is imperative. If you’re still 
struggling with this concept, please reread the section “IP Addressing” in Chapter 2. It shows 
you how to determine the difference between the subnet and host bits and should help clear 
things up.

Practice Example #1A: 255.255.0.0 (/16)
Class A addresses use a default mask of 255.0.0.0, which leaves 22 bits for subnetting since 
you must leave 2 bits for host addressing. The 255.255.0.0 mask with a Class A address is 
using 8 subnet bits.
! Subnets? 28 = 256.
! Hosts? 216 – 2 = 65,534.
! Valid subnets? What is the interesting octet? 256 – 255 = 1. 0, 1, 2, 3, etc. (all in the 

second octet). The subnets would be 10.0.0.0, 10.1.0.0, 10.2.0.0, 10.3.0.0, etc., up to 
10.255.0.0.
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With VLSMs we can have different subnet masks for different 
router 
interfaces.
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Variable Length Subnet Masks (VLSMs)
I could easily devote an entire chapter to Variable Length Subnet Masks (VLSMs), but instead 
I’m going to show you a simple way to take one network and create many networks using sub-
net masks of different lengths on different types of network designs. This is called VLSM net-
working, and it does bring up another subject I mentioned at the beginning of this chapter: 
classful and classless networking.

Neither RIPv1 nor IGRP routing protocols have a field for subnet information, so the sub-
net information gets dropped. What this means is that if a router running RIP has a subnet 
mask of a certain value, it assumes that all interfaces within the classful address space have the 
same subnet mask. This is called classful routing, and RIP and IGRP are both considered class-
ful routing protocols. (I’ll be talking more about RIP and IGRP in Chapter 6, “IP Routing.”) 
If you mix and match subnet mask lengths in a network running RIP or IGRP, that network 
just won’t work!

Classless routing protocols, however, do support the advertisement of subnet information. 
Therefore, you can use VLSM with routing protocols such as RIPv2, EIGRP, and OSPF. (EIGRP 
and OSPF will be discussed in Chapter 7.) The benefit of this type of network is that you save 
a bunch of IP address space with it.

As the name suggests, with VLSMs we can have different subnet masks for different router 
interfaces. Look at Figure 3.3 to see an example of why classful network designs are inefficient.

Looking at this figure, you’ll notice that we have two routers, each with two LANs and con-
nected together with a WAN serial link. In a typical classful network design (RIP or IGRP 
routing protocols), you could subnet a network like this:

192.168.10.0 = Network

255.255.255.240 (/28) = Mask

F I G U R E 3 . 3 Typical classful network

.34 .35 .66 .67 

192.168.10.32/28 

.18 .19 .2 .3 

.65 .50 .49 .33 

192.168.10.64/28 

192.168.10.16/28 192.168.10.0/28 
.1 .17 

(6 hosts) (10 hosts) 

(2 hosts) 
192.168.10.48/28 

(25 hosts) (12 hosts) 
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Our subnets would be (you know this part, right?) 0, 16, 32, 48, 64, 80, etc. This allows us 
to assign 16 subnets to our internetwork. But how many hosts would be available on each net-
work? Well, as you probably know by now, each subnet provides only 14 hosts. This means that 
each LAN has 14 valid hosts available—one LAN doesn’t even have enough addresses needed 
for all the hosts! But the point-to-point WAN link also has 14 valid hosts. It’s too bad we can’t 
just nick some valid hosts from that WAN link and give them to our LANs!

 All hosts and router interfaces have the same subnet mask—again, this is called classful 
routing. And if we want this network to be more efficient, we definitely need to add different 
masks to each router interface.

But there’s still another problem—the link between the two routers will never use more 
than two valid hosts! This wastes valuable IP address space, and it’s the big reason I’m going 
to talk to you about VLSM network design.

VLSM Design
Let’s take Figure 3.3 and use a classless design…which will become the new network shown in 
Figure 3.4. In the previous example, we wasted address space—one LAN didn’t have enough 
addresses because every router interface and host used the same subnet mask. Not so good. 
What would be good is to provide only the needed number of hosts on each router interface. To 
do this, we use what are referred to as Variable Length Subnet Masks (VLSMs).

Now remember that we can use different size masks on each router interface. And if we use 
a /30 on our WAN links and a /27, /28, and /29 on our LANs, we’ll get 2 hosts per WAN inter-
face, and 30, 14, and 8 hosts per LAN interface—nice! This makes a huge difference—not only 
can we get just the right amount of hosts on each LAN, we still have room to add more WANs 
and LANs using this same network!

F I G U R E 3 . 4 Classless network design

.66 .67 .50 .51 

192.168.10.64/29 

.45 .35 .2 .3 

.49 .74 .73 .65 

192.168.10.48/28 

192.168.10.32/28 192.168.10.0/27 
.1 .33 

(6 hosts) (10 hosts) 

(2 hosts) 
192.168.10.72/30 

(25 hosts) (12 hosts) 

10089.book  Page 138  Monday, July 23, 2007  3:17 PM



Configuration and Management of Networks

IP addressing – Summarization

Summarization 147

F I G U R E 3 . 1 3 Solution to VLSM design example 2

Summarization
Summarization, also called route aggregation, allows routing protocols to advertise many net-
works as one address. The purpose of this is to reduce the size of routing tables on routers to 
save memory, which also shortens the amount of time for IP to parse the routing table and find 
the path to a remote network.

Figure 3.14 shows how a summary address would be used in an internetwork.

F I G U R E 3 . 1 4 Summary address used in an internetwork

Summarization is actually somewhat simple because all you really need to have down are 
the block sizes that we just used in learning subnetting and VLSM design. For example, if you 
wanted to summarize the following networks into one network advertisement, you just have 
to find the block size first; then you can easily find your answer:

192.168.16.0 through network 192.168.31.0

1: 192.168.10.0/26 

2: 192.168.10.64/27 

3: 192.168.10.96/28 

4: 192.168.10.112/30
5: 192.168.10.116/30

-chart cut in interest of brevity- 
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Here’s another example: 
Networks 172.16.32.0 through 172.16.50.0

Starting at network 32 using a block size of 16, then the network address is 
172.16.32.0 with a mask of 255.255.240.0

This only summarizes from 32 to 47. 48 through 50 would be advertised 
as single networks.
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An IPv6 address is a 128-bit binary value, which can be displayed as 32 
hexadecimal digits.
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Figure 1-36 IP Address Allocation

As early as 1992, the IETF identified two specific concerns:

! The Class B address category was on the verge of depletion, and the remaining, 
unassigned IPv4 network addresses were nearly depleted at the time.

! As more Class C networks came online to accommodate the rapid and substantial 
increase in the size of the Internet, the resulting flood of new network information 
threatened the capability of Internet routers to cope effectively.

Over the past 20 years, numerous extensions to IPv4 have been developed to improve the 
efficiency with which the 32-bit address space can be used. 

In addition, an even more extendable and scalable version of IP, IPv6, has been defined and 
developed. An IPv6 address is a 128-bit binary value, which can be displayed as 32 
hexadecimal digits. It provides 3.4 x 1038 IP addresses. This version of IP should provide 
sufficient addresses for future Internet growth needs. Table 1-3 compares IPv4 and IPv6 
addresses.

Table 1-3 IPv6 Addresses 

Version IPv4 IPv6

Number of octets 4 octets 16 octets

Binary representation of 
address

11000000.10101000.110010
01.01110001

11010001.11011100.11001001.0111
0001.11010001.11011100.11001100
1.01110001.11010001.11011100.110
01001.01110001.11010001.1101110
0.11001001.01110001

continues

Class B
25%

Class C
12.5%

Other
Classes
12.5%

Class A
50%
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After years of planning and development, IPv6 is slowly being implemented in select 
networks. Eventually, IPv6 might replace IPv4 as the dominant internetwork protocol.

Another solution to the shortage of public IP addresses is a different kind of routing. CIDR 
is a new addressing scheme for the Internet that allows for more efficient allocation of IP 
addresses than the old Class A, B, and C address scheme allows.

First introduced in 1993 and later deployed in 1994, CIDR dramatically improved the 
scalability and efficiency of IPv4 in the following ways: 

! It replaced classful addressing with a more flexible and less wasteful scheme.

! It provided enhanced route aggregation, also known as supernetting. As the Internet 
grows, routers on the Internet require huge memory tables to store all the routing 
information. Supernetting helps reduce the size of router memory tables by combining 
and summarizing multiple routing information entries into one single entry. This 
reduces the size of router memory tables and also allows for faster table lookup.

A CIDR network address looks like this:

192.168.54.0/23

The 192.168.54.0 is the network address itself and the /23 means that the first 23 bits are 
the network part of the address, leaving the last 9 bits for specific host addresses. The effect 
of CIDR is to aggregate, or combine, multiple classful networks into a single larger 
network. This aggregation reduces the number of entries required in the IP routing tables 
and allows the provisioning a larger number of hosts within the network. Both are done 
without using a network ID from the next larger classful address group.

With the CIDR approach, if you need more than 254 host addresses, you can be assigned a 
/23 address instead of wasting a whole Class B address that supports 65,534 hosts.

Figure 1-37 shows an example of using CIDR. Company XYZ asks for an address block 
from its ISP, not a central authority. The ISP evaluates company XYZ’s needs and allocates 
address space from its own large CIDR block of addresses. CIDR blocks can be, and are, 

Notation of address 192.168.201.113 A524:72D3:2C80:DD02:0029:EC7A
:002B:EA73

Total number of addresses 
available

4,294,467,295 IP addresses 3.4 x 1038 IP addresses

Table 1-3 IPv6 Addresses (Continued)

Version IPv4 IPv6
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looks like, how you can write it, and what many of its common uses are. It’s going to be a little 
weird at first, but before you know it, you’ll have it nailed!

So let’s take a look at Figure 13.1, which has a sample IPv6 address broken down into sections.

 

F I G U R E 1 3 . 1

 

IPv6 address example

 

Remember where you can find this subnet ID because we’ll use it in the sec-
tion “Configuring IPv6 on Our internetwork” later in the chapter when we 

 

configure our routers.

 

So as you can now see, the address is truly much larger—but what else is different? Well, 
first, notice that it has eight groups of numbers instead of four and also that those groups are 
separated by colons instead of periods. And hey wait a second… there are letters in that 
address! Yep, the address is expressed in hexadecimal just like a MAC address is, so you could 
say this address has eight 16-bit hexadecimal colon-delimited blocks. That’s already quite a 
mouthful, and you probably haven’t even tried to say the address out loud yet!

One other thing I want to point out is for when you set up your test network to play with 
IPv6, because I know you’re going to want to do that. When you use a web browser to make 
an HTTP connection to an IPv6 device, you have to type the address into the browser with 
brackets around the literal address. Why? Well, a colon is already being used by the browser 
for specifying a port number. So basically, if you don’t enclose the address in brackets, the 
browser will have no way to identify the information.

Here’s an example of how this looks:

 

http://[2001:0db8:3c4d:0012:0000:0000:1234:56ab]/default.html

 

Now obviously if you can, you would rather use names to specify a destination (like 
www.lammle.com), but even though it’s definitely going to be a pain in the rear, we just have 
to accept the fact that sometimes we have to bite the bullet and type in the address number. 
So it should be pretty clear that DNS is going to become extremely important when imple-
menting IPv6.

 

Shortened Expression

 

The good news is there are a few tricks to help rescue us when writing these monster addresses. For 
one thing, you can actually leave out parts of the address to abbreviate it, but to get away with 
doing that you have to follow a couple of rules. First, you can drop any leading zeros in each of the 
individual blocks. After you do that, the sample address from earlier would then look like this:

 

2001:db8:3c4d:12:0:0:1234:56ab

Interface ID

2001:0db8:3c4d:0012:0000:0000:1234:56ab 

Global prefix Subnet 
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Chapter 13 !

 

Internet Protocol Version 6 (IPv6)

 

Okay, that’s a definite improvement—at least we don’t have to write all of those extra zeros! 
But what about whole blocks that don’t have anything in them except zeros? Well, we can kind 
of lose those too—at least some of them. Again referring to our sample address, we can remove 
the two blocks of zeros by replacing them with double colons, like this:

 

2001:db8:3c4d:12::1234:56ab

 

Cool—we replaced the blocks of all zeros with double colons. The rule you have to follow 
to get away with this is that you can only replace one contiguous block of zeros in an address. 
So if my address has four blocks of zeros and each of them were separated, I just don't get to 
replace them all; remember the rule is that you can only replace one contiguous block with a 
double colon. Check out this example:

 

2001:0000:0000:0012:0000:0000:1234:56ab

 

And just know that you 

 

can’t

 

 do this:

 

2001::12::1234:56ab

 

Instead, this is the best that you can do:

 

2001::12:0:0:1234:56ab  

 

The reason why the above example is our best shot is that if we remove two sets of zeros, 
the device looking at the address will have no way of knowing where the zeros go back in. 
Basically, the router would look at the incorrect address and say, “Well, do I place two blocks 
into the first set of double colons and two into the second set, or do I place three blocks into 
the first set and one block into the second set?” And on and on it would go because the infor-
mation the router needs just isn’t there.

 

Address Types

 

We’re all familiar with IPv4’s unicast, broadcast, and multicast addresses that basically define 
who or at least how many other devices we’re talking to. But as I mentioned, IPv6 adds to that 
trio and introduces the anycast. Broadcasts, as we know them, have been eliminated in IPv6 
because of their cumbersome inefficiency.

So let’s find out what each of these types of IPv6 addressing and communication methods 
do for us.

 

Unicast

 

Packets addressed to a unicast address are delivered to a single interface. For load 
balancing, multiple interfaces can use the same address. There are a few different types of uni-
cast addresses, but we don’t need to get into that here.

 

Global unicast addresses

 

These are your typical publicly routable addresses, and they’re the 
same as they are in IPv4.

 

Link-local addresses

 

These are like the private addresses in IPv4 in that they’re not meant to 
be routed. Think of them as a handy tool that gives you the ability to throw a temporary LAN 
together for meetings or for creating a small LAN that’s not going to be routed but still needs 
to share and access files and services locally.
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Unicast - Packets addressed to a unicast address are delivered to a 
single interface.

Global unicast addresses - These are your typical publicly routable
addresses, and they’re the same as they are in IPv4.

Link-local addresses - These are like the private addresses in IPv4 in
that they’re not meant to be globally routed.
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Unique local addresses – These are also intended for non-routing
purposes, they are nearly globally unique it’s unlikely that one of them
overlaps.

Multicast - Again, same as in IPv4, packets addressed to a multicast
address are delivered to all interfaces identified by the multicast
address.

Anycast – identifies multiple interfaces but the packet is only 
delivered to one with shortest routing distance.
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IP addressing – IPv6 Special Addresses

0:0:0:0:0:0:0:0 Equals ::  equivalent to IPv4’s 0.0.0.0

0:0:0:0:0:0:0:1 Equals ::1. The equivalent of 127.0.0.1 in IPv4 (local loop).

2000::/3 The global unicast address range. 

FC00::/7 The unique local unicast range. 

FE80::/10 The link-local unicast range. 

FF00::/8 The multicast range. 

3FFF:FFFF::/32 Reserved for examples and documentation. 

2001:0DB8::/32 Also reserved for examples and documentation.
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IP addressing – Dynamic Host Configuration Protocol DHCP

DHCP is a protocol used to
assign IP addresses
automatically and to set
TCP/IP stack configuration
parameters, such as the
subnet mask, default router,
and Domain Name System
(DNS) servers for a host.

Address is only “leased” to
the host, so the host
periodically contacts the
DHCP server to extend the
lease.
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Figure 1-38 DHCP Request

Using Common Host Tools to Determine the IP Address of a Host
Most operating systems provide a series of tools that can be used to verify host addresses 
and DNS addresses 

For a Microsoft Windows device the Network Connections tab under System setup enables 
you to set and view the IP address configured on the PC. As shown in Figure 1-39, this PC 
is configured to obtain the address from a DHCP server. 
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DHCP Server Seals the Deal With
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