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IP addressing – Dynamic Host Configuration Protocol DHCP

DHCP is a protocol used to
assign IP addresses
automatically and to set
TCP/IP stack configuration
parameters, such as the
subnet mask, default router,
and Domain Name System
(DNS) servers for a host.

Address is only “leased” to
the host, so the host
periodically contacts the
DHCP server to extend the
lease.

IP Network Addressing     59

Figure 1-38 DHCP Request

Using Common Host Tools to Determine the IP Address of a Host
Most operating systems provide a series of tools that can be used to verify host addresses 
and DNS addresses 

For a Microsoft Windows device the Network Connections tab under System setup enables 
you to set and view the IP address configured on the PC. As shown in Figure 1-39, this PC 
is configured to obtain the address from a DHCP server. 
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Extending a LAN Segment
You can add devices to an Ethernet LAN to extend segments. This topic describes how 
adding repeaters or hubs can overcome the distance limitation in an Ethernet LAN.

A repeater is a physical layer device that takes a signal from a device on the network and 
acts as an amplifier. Adding repeaters to a network extends the segments of the network so 
that data can be communicated successfully over longer distances. There are, however, 
limits on the number of repeaters that can be added to a network.

A hub, which also operates at the physical layer, is similar to a repeater. Figure 2-1 shows 
two users connected to a hub, each 100 meters from the hub and effectively 200 meters from 
one another.

Figure 2-1 Extending the Segment Link with a Hub

When a hub receives a transmission signal, it amplifies the signal and retransmits it. Unlike 
a repeater, however, a hub can have multiple ports to connect to a number of network 
devices; therefore, a hub retransmits the signal to every port to which a workstation or 
server is connected. Hubs do not read any of the data passing through them, and they are 
not aware of the source or destination of the frame. Essentially, a hub simply receives 
incoming bits, amplifies the electrical signal, and transmits these bits through all its ports 
to the other devices connected to the same hub.

A hub extends, but does not terminate, an Ethernet LAN. The bandwidth limitation of a 
shared technology remains. Although each device has its own cable that connects to the 
hub, all devices of a given Ethernet segment compete for the same amount of bandwidth.

Collisions
Collisions are part of the operation of Ethernet, occurring when two stations attempt to 
communicate at the same time. Because all the devices on a Layer 1 Ethernet segment 
share the bandwidth, only one device can transmit at a time. Because there is no control 
mechanism that states when a device can transmit, collisions can occur as shown in 
Figure 2-2.

Hub

100 Meters 100 Meters
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Figure 2-2 Ethernet Collision

Collisions are by-products of the CSMA/CD method used by Ethernet. In a shared-
bandwidth Ethernet network, when using hubs, many devices will share the same physical 
segment. Despite listening first, before they transmit, to see whether the media is free, 
multiple stations might still transmit simultaneously. If two or more stations on a shared 
media segment do transmit at the same time, a collision results, and the frames are 
destroyed. When the sending stations involved with the collision recognize the collision 
event, they will transmit a special “jam” signal, for a predetermined time, so that all devices 
on the shared segment will know that the frame has been corrupted, that a collision has 
occurred, and that all devices on the segment must stop communicating. The sending 
stations involved with the collision will then begin a random countdown timer that must be 
completed before attempting to retransmit the data.

As networks become larger, and devices each try to use more bandwidth, it becomes more 
likely that end devices will each attempt to transmit data simultaneously, and that will 
ultimately cause more collisions to occur. The more collisions that occur, the worse the 
congestion becomes, and the effective network throughput of actual data can become slow. 
Eventually, with sufficient collisions, the total throughput of actual “data” frames becomes 
almost nonexistent.

Adding a hub to an Ethernet LAN can overcome the segment length limits and the distances 
that a frame can travel over a single segment before the signal degrades, but Ethernet hubs 
cannot improve collision issues. 

Collision Domains
In expanding an Ethernet LAN, to accommodate more devices with more bandwidth 
requirements, you can create separate physical network segments called collision domains 
so that collisions are limited to a single collision domain, rather than the entire network.

In traditional Ethernet segments, the network devices compete and contend for the same 
shared bandwidth, with all devices sharing a command media connection, only one single 
device is able to transmit data at a time. The network segments that share the same 
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bandwidth are known as collision domains, because when two or more devices within that 
segment try to communicate at the same time, collisions can occur.

You can, however, use other network devices, operating at Layer 2 and above of the OSI 
model, to divide a network into segments and reduce the number of devices that are 
competing for bandwidth. Each new segment, then, results in a new collision domain. More 
bandwidth is available to the devices on a segment, and collisions in one collision domain 
do not interfere with the operation of the other segments. Figure 2-3 shows how a switch 
has been used to isolate each user and device into its own collision domain.

Figure 2-3 Creating Multiple Collision Domains Using a Switch
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Layer 3 Addressing
Some network operating systems (NOS) have their own Layer 3 address format. For 
example, the Novell IPX Protocol uses a network service address along with a host 
identifier. However, most operating systems today, Including Novell, can support TCP/IP, 
which uses a logical IP address at Layer 3 for host-to-host communication.

Host-to-Host Packet Delivery
Chapter 1 reviewed a host-to-host packet delivery for two devices in the same collision 
domain, that is, two devices connected to the same segment. As mentioned before, 
limitations to connecting all devices to the same segment include bandwidth limitations and 
distance limitations. To overcome these limitations, switches are used in networks to 
provide end-device connectivity. Switches operate at Layer 2 of the OSI model, and 
therefore host-to-host communication differs slightly at each layer. Figures 2-4 through 
2-14 show graphical representations of host-to-host IP communications through a switch.

Figure 2-4 shows that host 192.168.3.1 has data that it wants to send to host 192.168.3.2. 
This application does not need a reliable connection, so it will use User Datagram Protocol 
(UDP) as the Layer 4 protocol.

Figure 2-4 Host Sending Data

Because it is not necessary to set up a Layer 4 session with UDP, the UDP-based application 
can start sending data. UDP prepends a UDP header and passes the Layer 4 protocol data 
unit (PDU), which is called a segment at Layer 4, down to IP (at Layer 3) with instructions 
to send the PDU to 192.168.3.2. IP encapsulates the Layer 4 PDU in a Layer 3 PDU, where 
the PDU is referred to as a packet, and then passes it to Layer 2, where the PDU is then 
called a frame. This is illustrated in Figure 2-5. 

Application: Network, I have some data to send
to 192.168.3.2, and I don’t need a reliable connection.

APP
DATA

Transport: I’ll use UDP. Send me the data.

Application: Here is the data.

Layer 3 = 192.168.3.2
Layer 2 = 0800:0222:1111

Layer 3 = 192.168.3.1
Layer 2 = 0800:0222:2222
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Figure 2-5 Data Encapsulation

As with the example in Chapter 1, “Building a Simple Network,” Address Resolution 
Protocol (ARP) does not have an entry in its MAC address table, so it must place the packet 
in the parking lot until it uses ARP to resolve the Layer 3 logical IP address to the Layer 2 
physical MAC address. This is shown in Figure 2-6.

Figure 2-6 Checking the ARP Table

Host 192.168.3.1 sends out the ARP (broadcast) request to learn the MAC address of the 
device using the IP address 192.168.3.2. However, in this example, the ARP broadcast 
frame is received by the switch before it reaches the remote host, as illustrated in Figure 2-7.

UDP: I’ll put in a UDP header.

APP
DATA

SRC IP
192.168.3.1

DST IP
192.168.3.2

APP
DATA

UDP
HR

APP
DATA

UDP
HDR

IP: I’ll put in a IP header.

IP: Layer 2 send this to 192.168.3.2.

Layer 3 = 192.168.3.2
Layer 2 = 0800:0222:1111

Layer 3 = 192.168.3.1
Layer 2 = 0800:0222:2222

UDP: IP send this to 192.168.3.2.

Layer 2: ARP, do you have a mapping for 192.168.3.2?

ARP: Is 192.168.3.2 in my ARP table?
No, Layer 2 will have to put the packet in
the parking lot until I do an ARP.

SRC IP
192.168.3.1

DST IP
192.168.3.2

APP
DATA

UDP
HDR

Layer 3 = 192.168.3.2
Layer 2 = 0800:0222:1111

Layer 3 = 192.168.3.1
Layer 2 = 0800:0222:2222
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Figure 2-5 Data Encapsulation

As with the example in Chapter 1, “Building a Simple Network,” Address Resolution 
Protocol (ARP) does not have an entry in its MAC address table, so it must place the packet 
in the parking lot until it uses ARP to resolve the Layer 3 logical IP address to the Layer 2 
physical MAC address. This is shown in Figure 2-6.

Figure 2-6 Checking the ARP Table

Host 192.168.3.1 sends out the ARP (broadcast) request to learn the MAC address of the 
device using the IP address 192.168.3.2. However, in this example, the ARP broadcast 
frame is received by the switch before it reaches the remote host, as illustrated in Figure 2-7.
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UDP: IP send this to 192.168.3.2.
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No, Layer 2 will have to put the packet in
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Figure 2-7 Sending the ARP Request

When the switch receives the frame, it needs to forward it out the proper port. However, in 
this example, neither the source nor the destination MAC address is in the switch’s MAC 
address table. The switch can learn the port mapping for the source host by reading and 
learning the source MAC address in the frame, so the switch will add the source MAC 
address, and the port it learned it on, to the port mapping table, or MAC address table.

Now the switch knows the source MAC address and what port to use when attempting 
to reach that MAC address. For example, source MAC address is 0800:0222:2222 = out 
port 1. 

But, because the switch does not know which port the destination MAC is connected to yet, 
and because it is doing an ARP broadcast, the destination address is a broadcast, so the 
switch has to flood the packet, now called a Layer 2 frame, out all ports except for the 
“source” port. This is shown in Figure 2-8.

Figure 2-8 Switch Learning and Forwarding

DST MAC
Broadcast

SRC MAC
0800:0222:2222

ARP
Request

ARP
Request

Packet

Parking Lot

DST MAC
Broadcast

SRC MAC
0800:0222:2222

ARP
Request

Layer 3 = 192.168.3.2
Layer 2 = 0800:0222:1111

Layer 3 = 192.168.3.1
Layer 2 = 0800:0222:2222

Switch: Since the destination address is
broadcast, I’ll flood the frame out all ports. 

DST MAC
Broadcast

SRC MAC
0800:0222:2222

ARP
Request

Layer 3 = 192.168.3.2
Layer 2 = 0800:0222:1111

Layer 3 = 192.168.3.1
Layer 2 = 0800:0222:2222

Switch: I just received a frame a host that
is not in my MAC table. Let me add it to the table
(0800:0222:2222 = Port1). 
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Figure 2-7 Sending the ARP Request

When the switch receives the frame, it needs to forward it out the proper port. However, in 
this example, neither the source nor the destination MAC address is in the switch’s MAC 
address table. The switch can learn the port mapping for the source host by reading and 
learning the source MAC address in the frame, so the switch will add the source MAC 
address, and the port it learned it on, to the port mapping table, or MAC address table.

Now the switch knows the source MAC address and what port to use when attempting 
to reach that MAC address. For example, source MAC address is 0800:0222:2222 = out 
port 1. 

But, because the switch does not know which port the destination MAC is connected to yet, 
and because it is doing an ARP broadcast, the destination address is a broadcast, so the 
switch has to flood the packet, now called a Layer 2 frame, out all ports except for the 
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The destination host (and all hosts except the source) receives the ARP request, via an ARP 
broadcast. Then only the correct host, the one using the IP address 192.168.3.2, replies to 
the ARP request directly to the specific MAC address of the source device, which it 
learned—like the switch did—by reading the source MAC address in the original ARP 
“broadcast” frame, as shown in Figures 2-9 and 2-10.

Figure 2-9 Host Receives ARP Request

Figure 2-10 Host Responds to ARP Request

NOTE A broadcast packet will never be learned by a switch, and the frame will always 
be flooded out all the ports in the broadcast domain. Also, note that when forwarding 
a frame, the switch does not change the frame in any way.
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The switch learns the port mapping for the source host by reading the source MAC address 
in the ARP broadcast reply frame. So the switch adds this new source MAC address and the 
port that it learned it on to the port-mapping table or MAC address table.

In this case: 0800:0222:1111 = port 2.

Because the new destination MAC address being replied to was previously added to the 
switch’s MAC table, the switch can now forward the reply frame back out port 1, and only 
out port 1, because it knows what port the desired MAC address “lives” on, or is connected 
to. This is shown in Figure 2-11.

Figure 2-11 Host Receives ARP Response

After the sender receives the ARP response, it populates its own ARP cache and then moves 
the packet out of the parking lot and places the appropriate Layer 2 destination MAC 
address on the frame for delivery, as shown in Figure 2-12.

As the data is sent to the switch, the switch recognizes that the destination MAC address of 
the receiver is connected out a particular port, and it sends only the frame out that port to 
the receiver, where it is received and deencapsulated. The switch also refreshes the timer in 
its port-mapping table for the sender. Figure 2-13 shows the frame being sent out the port 
to the receiver. 
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Figure 2-12 Sender Builds Frame

Figure 2-13 Switch Forwards Frame

Summary of Exploring the Packet Delivery Process
The key points that were discussed in the previous sections are as follows:

! Operating systems use Layer 3 (IP) and Layer 2 (MAC) addresses to provide host-to-
host communications.

! Layer 2 switches forward frames based on entries in the port-mapping MAC address 
table.

DST MAC
0800:0222:2222

SRC MAC
0800:0222:1111

ARP
Reply

ARP
Reply

Layer 3 = 192.168.3.2
Layer 2 = 0800:0222:1111

Layer 3 = 192.168.3.1
Layer 2 = 0800:0222:2222

Packet

Parking Lot
ARP: I just got an ARP reply from 192.168.3.2.
Let me add its IP and MAC to my ARP table.

ARP: Layer 2, I have 192.168.3.2
mapped to 0800:0222:1111.

Layer 2: I can send out that pending packet.

SRC IP
192.168.3.1

SRC MAC
0800:0222:2222

DST IP
192.168.3.2

DST MAC
0800:0222:1111

APP
DATA

UDP
HD

Layer 3 = 192.168.3.2
Layer 2 = 0800:0222:1111

Layer 3 = 192.168.3.1
Layer 2 = 0800:0222:2222



Configuration and Management of Networks

LAN design – Packet Delivery

150     Chapter 2: Ethernet LANs

Figure 2-12 Sender Builds Frame
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Probably one of my favorite commands is the sticky command. Not only does it perform a 
cool function, it’s got a cool name! You can find this command under the mac-address command:

Switch(config-if)#switchport port-security mac-address sticky
Switch(config-if)#switchport port-security maximum 2
Switch(config-if)#switchport port-security violation shutdown

Basically, what this does is provide static MAC address security without having to type in 
everyone’s MAC address on the network. As I said—cool!

In the preceding example, the first two MAC addresses into the port “stick” as static 
addresses and will stay that way for however long you set the aging command for. Why did I 
set it to 2? Well, I needed one for the PC/data and one for telephony/phone. I’ll cover this type 
of configuration more in the next chapter, which is about VLANs.

I’ll be going over port security again in the configuration examples later in 
this chapter.

Loop Avoidance
Redundant links between switches are a good idea because they help prevent complete net-
work failures in the event one link stops working.

Sounds great, but even though redundant links can be extremely helpful, they often cause 
more problems than they solve. This is because frames can be flooded down all redundant 
links simultaneously, creating network loops as well as other evils. Here’s a list of some of the 
ugliest problems:
! If no loop avoidance schemes are put in place, the switches will flood broadcasts endlessly 

throughout the internetwork. This is sometimes referred to as a broadcast storm. (But 
most of the time it’s referred to in ways we’re not permitted to repeat in print!) Figure 8.8 
illustrates how a broadcast can be propagated throughout the network. Observe how a 
frame is continually being flooded through the internetwork’s physical network media.

F I G U R E 8 . 8 Broadcast storm

Segment 1

Segment 2

Broadcast
Switch A Switch B
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! A device can receive multiple copies of the same frame since that frame can arrive from dif-
ferent segments at the same time. Figure 8.9 demonstrates how a whole bunch of frames can 
arrive from multiple segments simultaneously. The server in the figure sends a unicast frame 
to Router C. Since it’s a unicast frame, Switch A forwards the frame and Switch B provides 
the same service—it forwards the broadcast. This is bad because it means that Router C 
receives that unicast frame twice, causing additional overhead on the network.

F I G U R E 8 . 9 Multiple frame copies

! You may have thought of this one: The MAC address filter table could be totally confused 
about the device’s location because the switch can receive the frame from more than one 
link. And what’s more, the bewildered switch could get so caught up in constantly updating 
the MAC filter table with source hardware address locations that it will fail to forward a 
frame! This is called thrashing the MAC table.

! One of the nastiest things that can happen is multiple loops generating throughout a net-
work. This means that loops can occur within other loops, and if a broadcast storm were 
to also occur, the network wouldn’t be able to perform frame switching—period!

All of these problems spell disaster (or at least close to it) and are decidedly evil situations that 
must be avoided, or at least fixed somehow. That’s where the Spanning Tree Protocol comes into 
the game. It was developed to solve each and every one of the problems I just told you about.

Spanning Tree Protocol (STP)
Once upon a time a company called Digital Equipment Corporation (DEC) was purchased 
and renamed Compaq. But before that happened, DEC created the original version of Span-
ning Tree Protocol, or STP. The IEEE later created its own version of STP called 802.1D. The 
bad news is that by default, Cisco switches run the IEEE 802.1D version of STP, which isn’t 
compatible with the DEC version. The good news is that Cisco is moving toward another 

Segment 1

Segment 2

Unicast

Unicast Unicast

Router C

Switch ASwitch B

10089.book  Page 505  Monday, July 23, 2007  3:17 PM

Router C receives that unicast frame twice.

The switches can receive the frame from more than one link.
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A poorly designed network always has a negative impact and becomes a support and cost 
burden for any organization. Figure 2-1 shows a network with a single broadcast domain. 
VLANs can help alleviate some of the problems associated with this design.

Figure 2-1 Network with Single Broadcast Domain

VLAN Overview
A VLAN is a logical broadcast domain that can span multiple physical LAN segments. In 
the switched internetwork, VLANs provide segmentation and organizational flexibility. 
You can design a VLAN structure that lets you group stations that are segmented logically 
by functions, project teams, and applications without regard to the physical location of the 
users. You can assign each switch port to only one VLAN, thereby adding a layer of 
security. Ports in a VLAN share broadcasts; ports in different VLANs do not. Containing 
broadcasts in a VLAN improves the overall performance of the network.

In the switched internetwork, VLANs provide segmentation and organizational flexibility. 
Using VLAN technology, you can group switch ports and their connected users into 
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• A VLAN can span multiple physical LAN segments.

• Ports in a VLAN share broadcasts.

• Containing broadcasts in a VLAN improves the overall performance.

• A VLAN can exist on a single switch or span multiple switches.
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logically defined communities, such as coworkers in the same department, a cross-
functional product team, or diverse user groups sharing the same network application.

A VLAN can exist on a single switch or span multiple switches. VLANs can include stations 
in a single building or multiple-building infrastructures. This is illustrated in Figure 2-2.

Figure 2-2 VLANs Can Span Multiple Switches

Grouping Business Functions into VLANs
Each VLAN in a switched network corresponds to an IP network. So VLAN design must 
take into consideration the implementation of a hierarchical network-addressing scheme. 
Hierarchical network addressing means that IP network numbers are applied to network 
segments or VLANs in an orderly fashion that considers the network as a whole. Blocks of 
contiguous network addresses are reserved for and configured on devices in a specific area 
of the network.

Some of the benefits of hierarchical addressing include the following:

! Ease of management and troubleshooting: A hierarchical addressing scheme groups 
network addresses contiguously. Because a hierarchical IP addressing scheme makes 
problem components easier to locate, network management and troubleshooting are 
more efficient. 

VLAN = Broadcast Domain = Logical Network (Subnet)

First Floor

Sales HR Eng

Second Floor

Third Floor
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Each VLAN in a switched network corresponds to an IP network.
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Figure 2-3 IP Addressing per VLAN

Example: Network Design
A business with approximately 250 employees wants to migrate to the Cisco Enterprise 
Architecture.

Table 2-1 shows the number of users in each department.

Six VLANs are required to accommodate one VLAN per user community. Following the 
guidelines of the Cisco Enterprise Architecture, six IP subnets are required.

Table 2-1 Users per Department

Department Number of Users Location

IT 45 Building A

Human Resources 10 Building A

Sales 102 Building B

Marketing 29 Building B

Finance 18 Building C

Accounting 26 Building C

Core

10.1.1.0–10.1.4.0/24
IT, Human Resources

10.2.1.0–10.2.4.0/24
Sales, Marketing

10.3.1.0–10.3.4.0/24
Finance, Accounting
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Figure 2-3 IP Addressing per VLAN
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10.3.1.0–10.3.4.0/24
Finance, Accounting

• Building A is allocated 10.1.0.0/16.
• Building B is allocated 10.2.0.0/16.
• Building C is allocated 10.3.0.0/16.
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The business has decided to use network 10.0.0.0 as its base address.

To accommodate future growth, there will be one block of IP addresses per building, as 
follows:

! Building A is allocated 10.1.0.0/16.

! Building B is allocated 10.2.0.0/16.

! Building C is allocated 10.3.0.0/16.

The sales department is the largest department, requiring a minimum of 102 addresses for 
its users. A subnet mask of 255.255.255.0 (/24) is chosen, which provides a maximum 
number of 254 hosts per subnet. 

Tables 2-2, 2-3, and 2-4 show the allocation of VLANs and IP subnets in the buildings.  

Table 2-2 Building A: VLANs and IP Subnets 

Department VLAN IP Subnet Address

IT VLAN 11 10.1.1.0/24

Human Resources VLAN 12 10.1.2.0/24

For future growth 10.1.3.0–10.1.255.0

Table 2-3 Building B: VLANs and IP Subnets 

Department VLAN IP Subnet Address

Sales VLAN 21 10.2.1.0/24

Marketing VLAN 22 10.2.2.0/24

For future growth 10.2.3.0–10.2.255.0

Table 2-4 Building C: VLANs and IP Subnets 

Department VLAN IP Subnet Address

Finance VLAN 31 10.3.1.0/24

Accounting VLAN 32 10.3.2.0/24

For future growth 10.3.3.0–10.3.255.0

Implementing VLANs and Trunks     19

The business has decided to use network 10.0.0.0 as its base address.

To accommodate future growth, there will be one block of IP addresses per building, as 
follows:

! Building A is allocated 10.1.0.0/16.

! Building B is allocated 10.2.0.0/16.

! Building C is allocated 10.3.0.0/16.

The sales department is the largest department, requiring a minimum of 102 addresses for 
its users. A subnet mask of 255.255.255.0 (/24) is chosen, which provides a maximum 
number of 254 hosts per subnet. 

Tables 2-2, 2-3, and 2-4 show the allocation of VLANs and IP subnets in the buildings.  

Table 2-2 Building A: VLANs and IP Subnets 

Department VLAN IP Subnet Address

IT VLAN 11 10.1.1.0/24

Human Resources VLAN 12 10.1.2.0/24

For future growth 10.1.3.0–10.1.255.0

Table 2-3 Building B: VLANs and IP Subnets 

Department VLAN IP Subnet Address

Sales VLAN 21 10.2.1.0/24

Marketing VLAN 22 10.2.2.0/24

For future growth 10.2.3.0–10.2.255.0

Table 2-4 Building C: VLANs and IP Subnets 

Department VLAN IP Subnet Address

Finance VLAN 31 10.3.1.0/24

Accounting VLAN 32 10.3.2.0/24

For future growth 10.3.3.0–10.3.255.0

Implementing VLANs and Trunks     19

The business has decided to use network 10.0.0.0 as its base address.

To accommodate future growth, there will be one block of IP addresses per building, as 
follows:

! Building A is allocated 10.1.0.0/16.

! Building B is allocated 10.2.0.0/16.

! Building C is allocated 10.3.0.0/16.

The sales department is the largest department, requiring a minimum of 102 addresses for 
its users. A subnet mask of 255.255.255.0 (/24) is chosen, which provides a maximum 
number of 254 hosts per subnet. 

Tables 2-2, 2-3, and 2-4 show the allocation of VLANs and IP subnets in the buildings.  

Table 2-2 Building A: VLANs and IP Subnets 

Department VLAN IP Subnet Address

IT VLAN 11 10.1.1.0/24

Human Resources VLAN 12 10.1.2.0/24

For future growth 10.1.3.0–10.1.255.0

Table 2-3 Building B: VLANs and IP Subnets 

Department VLAN IP Subnet Address

Sales VLAN 21 10.2.1.0/24

Marketing VLAN 22 10.2.2.0/24

For future growth 10.2.3.0–10.2.255.0

Table 2-4 Building C: VLANs and IP Subnets 

Department VLAN IP Subnet Address

Finance VLAN 31 10.3.1.0/24

Accounting VLAN 32 10.3.2.0/24

For future growth 10.3.3.0–10.3.255.0

Building A

Building B

Building C



Configuration and Management of Networks

VLANs – Campus Network Hierarchical Network

ptg6843605

106 Designing for Cisco Internetwork Solutions (DESGN) Foundation Learning Guide

The hierarchical layers do not have to be implemented as distinct physical entities; they
are defined to aid in successful network design and to represent functionality that must
exist within a network. The actual manner in which the layers are implemented depends
on the needs of the network you are designing. Each layer can be implemented in routers
or switches, represented by physical media, or combined in a single device. A particular
layer can be omitted, but hierarchy should be maintained for optimum performance. The
following sections detail the functionality of the three layers and the devices used to
implement them.

Describing Access Layer Functionality

The purpose of the access layer is to meet the functions of end-device connectivity. This
is accomplished by granting user access and providing (through specific applications)
security, quality of service (QoS), and access policies to network resources.

The access layer has these characteristics:

! It supports the connectivity of any end devices to the wired portion of the campus
network. These end devices can also extend the network out one more level (IP
phones and wireless APs are key examples of this). The access layer also provides
connectivity for the unique requirements of the data center.

Layer 2 or Layer 3
Switching
in Access

Distribution
Layer

Access
Layer

Core
Layer

Layer 3
Switching

in Distribution

Layer 3 
Switching

in Core

Servers Connected
Directly to Data Center

Distribution
Servers

WAN Internet PSTN Workstations

Figure 3-2 Example Hierarchical Model Network
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Layer 2
Layer 2

Layer 2 Switching in
Wiring Closet

Layer 3 Switching in Core

Route Summarization,
Eventual Load Balancing

Layer 3 Routing
Boundary, Concentration
of Access Attachments,
Packet Filtering, Policing

Layer 3

Access

Layer 3 Core

Distribution

Figure 3-4 Traditional Campus Network Distribution Layer Example

The distribution layer allows the core layer to connect diverse sites while maintaining
high performance. To further improve routing protocol performance, the distribution
layer summarizes routes from the access layer. For some networks, the distribution layer
offers a default route to access layer routers. It runs dynamic routing protocols when
communicating with core routers.

In short, the distribution layer is the layer that provides policy-based connectivity. In
terms of IP routing, the distribution layer represents a redistribution point between rout-
ing domains or the demarcation between static and dynamic routing protocols. The distri-
bution layer can also be the point at which tasks such as controlled routing decisions and
filtering occur.

As shown in Figure 3-4, the typical hierarchical campus design uses distribution blocks
in a combination of Layer 2, Layer 3, and Layer 4 protocols and services to provide opti-
mal convergence, scalability, security, and manageability.

The distribution layer in a routed campus network has these characteristics:

! The access switch is configured as a Layer 2 switch that forwards traffic on high-
speed trunk ports to the distribution switches.

! The distribution switches are configured to support Layer 2 switching on their
downstream access switch trunks.

! The distribution switches are configured to support Layer 3 switching on their
upstream ports toward the core of the network.

! Route summarization is configured on interfaces toward the core layer.
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SW1(config)# vlan 99

SW1(config-vlan)# name Guests

SW1(config-vlan)# interface gi1/0/15

SW1(config-if)# switchport mode access

SW1(config-if)# switchport access vlan 99

SW1(config-if)# interface gi1/0/16

SW1(config-if)# switchport mode access

SW1(config-if)# switchport access vlan name Gues
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VLANs – Trunks

A trunk is a point-to-point link between one or more Ethernet switch
interfaces that carries the traffic of multiple VLANs.

802.1Q Frame

26     Chapter 2: Medium-Sized Switched Network Construction

Figure 2-9 802.1Q Frame Format

802.1Q Native VLAN
An 802.1Q trunk and its associated trunk ports have a native VLAN value. 802.1Q does not 
tag frames for the native VLAN. Therefore, ordinary stations can read the native untagged 
frames but cannot read any other frame because the frames are tagged. Figure 2-10 shows 
a frame from the native VLAN being distributed across the network trunks untagged.

Figure 2-10 Untagged Frame

Understanding VLAN Trunking Protocol
VLAN Trunking Protocol (VTP) is a Layer 2 messaging protocol that maintains VLAN 
configuration consistency by managing the additions, deletions, and name changes of 
VLANs across networks. VTP minimizes misconfigurations and configuration 

Ether Type (0x8100) PRI VLAN ID

Token Ring Encapsulation Flag

Destination Source Length/Ether Type Data FCS Original Frame

Destination Source Tag Length/Ether Type Data FCS Tagged Frame

802.1Q
Trunk

802.1Q
Trunk

802.1Q
Trunk

802.1Q
Trunk

VLAN 1

VLAN 2 VLAN 3

VLAN 1

VLAN 1 VLAN 2

VLAN 3

Native VLAN–Untagged
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802.1Q does not tag frames for the native VLAN.
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(VTP) is a Layer 2 messaging protocol that maintains VLAN
configuration consistency by managing the additions, deletions, and
name changes of VLANs across networks.

Implementing VLANs and Trunks     27

inconsistencies that can cause problems, such as duplicate VLAN names or incorrect 
VLAN-type specifications. Figure 2-11 shows how you can use VTP to manage VLANs 
between switches.

Figure 2-11 VTP

A VTP domain is one switch or several interconnected switches sharing the same VTP 
environment. You can configure a switch to be in only one VTP domain.

By default, a Cisco Catalyst switch is in the no-management-domain state until it receives 
an advertisement for a domain over a trunk link or until you configure a management 
domain. Configurations made to a VTP server are propagated across trunk links to all the 
connected switches in the network.

VTP Modes
VTP operates in one of three modes: server, transparent, or client. You can complete 
different tasks depending on the VTP operation mode. The characteristics of the three VTP 
modes are as follows:

! Server: The default VTP mode is server mode, but VLANs are not propagated over the 
network until a management domain name is specified or learned. When you change 
(create, modify, or delete) the VLAN configuration on a VTP server, the change is 
propagated to all switches in the VTP domain. VTP messages are transmitted out of all 
the trunk connections. A VTP server synchronizes its VLAN database file with other 
VTP servers and clients.

802.1Q
Trunk

VTP Client VTP Client VTP Client VTP Client

802.1Q
Trunk

802.1Q
Trunk

VTP Server

VTP Domain ICND

1. VLAN Added/Deleted

2. Change Propagated

3. Synch to Latest Change

802.1Q
Trunk
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VLANs – VLAN Trunking Protocol modes 

• Server: The default VTP mode is server mode, but VLANs are not
propagated over the network until a management domain name is
specified or learned.

• Transparent: When you change the VLAN configuration in VTP
transparent mode, the change affects only the local switch and does
not propagate to other switches in the VTP domain.

• Client: You cannot change the VLAN configuration when in VTP
client mode; however, a VTP client can send any VLANs currently
listed in its database to other VTP switches.



Configuration and Management of Networks

VLANs – VLAN Trunking Protocol (VTP) pruning 

VTP pruning uses VLAN advertisements to determine when a trunk
connection is flooding traffic needlessly.

30     Chapter 2: Medium-Sized Switched Network Construction

Figure 2-13 VTP Pruning

Configuring VLANs and Trunks
By default, all the ports on a Catalyst switch are in VLAN 1. If you want to use VLANs and 
trunks, you need to configure them on the switches throughout the network. The steps you 
use to configure and verify VLANs on a switched network include the following:

! Determine whether to use VTP. If VTP will be used, enable VTP in server, client, or 
transparent mode.

! Enable trunking on the inter-switch connections.

! Create the VLANs on a VTP server and have those VLANs propagate to other 
switches.

! Assign switch ports to a VLAN using static or dynamic assignment.

! Save the VLAN configuration.

VTP Configuration
When creating VLANs, you must decide whether to use VTP in your network. With VTP, 
you can make configuration changes on one or more switches, and those changes are 
automatically communicated to all other switches in the same VTP domain.

Default VTP configuration values depend on the switch model and the software version. 
The default values for Cisco Catalyst switches are as follows:
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Host X

VLAN 3 Broadcast Traffic Pruned
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Link Aggregation EtherChannel - LACP standard
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Link Aggregation EtherChannel - Configuration

Basics tasks:
§ Identify the ports to use on each switch.
§ Configure channel group on interface.

- Specify a channel group number.
- Specify the mode (will set protocol)

§ On (no protocol needed)
§ Active / Passive

§ Configure port-channel interface.
- Access or trunk mode and other parameters.

§ Verify connectivity.
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